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Abstract 
The autonomy of software agents and the consideration of 
its intentional states have led us to consider the issue of di-
vergences and defects in the declaration of will of the soft-
ware agent. Nevertheless, there is a topic that still requires a 
legal and artificial intelligence combined analysis since the 
acting of autonomous software agents brings along the is-
sues of guilt and negligence. In this paper we will try to 
identify the concepts of guilt and negligence and its various 
different levels, both in civil and criminal domains, and 
from these we will try to enquire if there is any possibility 
of developing a system of knowledge representation and 
reasoning, under a formal framework based on Logic Pro-
gramming, allowing the evaluation and representation of the 
possible levels of guilt in the actions of autonomous soft-
ware agents. 
In order to accomplish this representation, we have to take a 
look at the civil and criminal general legal theory on guilt 
and to distinguish the different possible levels of guilt en-
compassed in the actions of software. Of course we are 
aware that often it will not be an easy task to distinguish dif-
ferent behaviours and to relate them with different environ-
mental conditions and, from these, to try to understand the 
reasons that led the software to adopt a certain behaviour 

(Sartor, 2009; Pereira & Saptawijaya, 2016)1 – it is under-
standable that there may be different conditions in similar 
situations, with intricate relations and the available data may 
be incomplete, contradictory and/or default, either in quali-
tative or quantitative terms. In order to overcome these 
drawbacks, we shall have to apply reasoning techniques and 
knowledge representation to set the structure of the infor-
mation and the associate inference mechanisms. We will use 
a Logic Programming based approach to knowledge repre-
sentation and reasoning, complemented with a computation-
al framework based on Artificial Neural Networks (Martins 
et al, 2015).   
Nowadays, software is no more just an instrument that hu-
mans use in order to accelerate the speed at which electronic 
transactions occur. In the new platforms of electronic com-
merce, software has a much more proactive role, since it can 
initiate negotiation and play different roles related to negoti-
ation and entering into contracts, often without any human 
intervention. Software became thus an active participant in 
commerce (Weitzenboeck, 2001) and humans may not have 
the consciousness that a contractual negotiation was initiat-

                                                
1 The complexity of recognizing intentions in software behavior must be 
acknowledged (Pereira & Saptawijaya, 2016:143-144). 



ed or the contract celebrated2. This can lead to divergences 
and defects in the declaration of will. From a legal stand-
point, article 483 of the Portuguese Civil Code usually re-
quires “dolus or mere guilt” for the consideration of liabil-
ity, being the possibility of liability without guilt exception-
al and only considered whenever expressly accepted by law. 
Traditionally, guilt has been defined as a criteria of imputa-
tion of the act to the agent (Leitão, 2013). A requirement for 
this imputation would be either (in a psychological sense) 
the consideration that the act arises from the (free) will of 
the agent, or (in a normative sense) as judgement of the ac-
tor being blamed by his behaviour (Leitão, 2013). We must 
also consider the moral permissibility of certain actions 
mainly in dilemma situations (Pereira & Saptawijaya, 2016) 
For this connection to be established it must be stated that 
the agent adopted a certain behaviour but, according to law, 
should have adopted a different behaviour (Leitão, 2013), 
although in the case of software agents it might be question-
able whether or not software agents are supposed to abide to 
legal norms3. 
In this normative sense we should have to consider a con-
cept of “due diligence” (Leitão, 2013) which may be diffi-
cult to encompass in the case of the acts of software agents. 
Greater difficulty arises when discussing the possibility of 
criminal liability of software agents. The concept of guilt in 
criminal theory is one riddled with doubts that fuelled great 
debates among legal theorists. In common law, criminal lia-
bility depends upon proving not only the actus reus but also 
the mens rea of a crime. Each crime can be divided into two 
elements, actus reus and mens rea, the first being translated 
into a guilty act and the second into a guilty mind. So, there 
must be a blameworthy state of mind if someone is to be 
held criminally liability. This state of mind can either be in-
tention (direct and oblique), knowledge, recklessness or 
negligence (Ormerod & Laird, 2015), depending on how the 
crime is worded in law and its legal requirements. When we 
shift our attention towards civil law countries, the blame-
worthy states of mind are categorized differently: dolus, 
which is divided into dolus directus, dolus indirectus and 
dolus eventualis, and negligence, split into conscious (ad-
vertent) negligence and unconscious (inadvertent) negli-
gence (Dias, 2012). The frontier between different states of 
mind is frequently hard to trace, especially for the civil law 
judge when in doubt between dolus eventualis and con-
scious negligence. For this reason we propose a Logic Pro-
gramming based approach to knowledge representation and 
reasoning, complemented with a computational framework 
based on Artificial Neural Networks, as a tool for judicial 
decisions.  
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Abstract 

This paper describes the foundations of the LIEBOT pro-
ject, whose objectives are to implement a lying chatbot and 
to investigate the chances and risks of immoral machines. 

Introduction 

The category of simple immoral machines includes so-

called Munchausen machines (Bendel 2015), that is to say 

machines and systems that systematically produce lies. A 

concrete manifestation of this category is a chatbot that 

tells an untruth, like the LIEBOT. The LIEBOT project, 

which is discussed in this paper, is based on preparatory 

works by the scientist who already initiated the GOOD-

BOT, a simple moral machine (Bendel 2013a). A business 

informatics student was contracted in early 2016 to imple-

ment the LIEBOT as a prototype in the scope of his gradu-

ation thesis, as an extension of the preparatory works. 

The objective of the LIEBOT project is to give practical 

evidence of the potential of lies and risks of natural lan-

guage systems. Online media and websites create or aggre-

gate more and more texts automatically (robo-content) and 

robo-journalism is growing. Natural language dialog sys-

tems are becoming very popular (Aegerter 2014). Can 

these systems be trusted? Do they always tell the truth? It 

is possible for producers and providers to avoid Mun-

chausen machines and for users to detect them. 

The LIEBOT is available as a chatbot on the website 

liebot.org. It has been programmed in Java, with the 

Eclipse Scout Neon Framework. The chatbot tells lies in 

areas of all kinds, and concentrates on two specific fields 

of application: energy drinks and Basel as a tourism region. 

It has a robot-like, animated avatar whose nose for exam-

ple grows like Pinocchio’s if an untruth is produced. 

Lying Machines 

Whether or not machines are really capable of lying to us 

(or to other machines) is the subject of controversial dis-

cussion. The book “Können Roboter lügen?” (“Can robots 

lie?”) by (Rojas 2013) contains an essay under the same 

title. The expert on AI declares that, according to Isaac 

Asimov’s Laws of Robotics, a robot must not lie. The hero 

of “Mirror Image”, written by the famous science fiction 

author, does not share this opinion (Asimov 1973). Based 

on further considerations, Rojas comes to the conclusion: 

“Robots do not know the truth, hence they cannot lie” 

(Rojas 2013). However, from a human perspective, if a 

machine intentionally distorts the truth, what should we 

call this, if not a “lie”? In his article “Können Computer 

lügen?” (“Can computers lie?”) (Hammwöhner 2003) 

designs the Heuristic Algorithmic Liar, HAL for short, 

whose intention it is to “rent out as many rooms as possible 

at the highest possible rates”. Further research topics are 

automatic deception and misleading (Wagner and Arkin 

2011; Shim and Arkin 2013) and machines that suggest 

statements which may be true and false and that learn by 

human feedback like the Twitter bot Nell (user name 

@cmunell). 

Strategies of Lying 

A language-based machine will normally tell the truth, not 

for moral but for pragmatic reasons. This refers to pro-

grams and services meant to entertain, support and inform 

humans. If they were not reliably telling the truth, they 

would not function or would not be accepted. A Mun-

chausen machine is a counter-project (Bendel 2013b). 

Knowing or assuming the truth, it constructs an untruth. 

In (Schwegler 2016) a total of ten strategies are de-

scribed: 

1. Lies by negating 
2. Lies by using data bases with false statements 
3. Lies by reducing 
4. Lies by extending 
5. Lies through random exchange of information 
6. Lies through the targeted exchange of information 
7. Lies by changing the tense 
8. Lies by changing the comparison forms 
9. Lies by changing the context 
10. Lies through manipulation of the question 



Some of these strategies lead inevitably to lies, others 

are more like experiments, at the conclusion of which an 

untruth may appear, but does not have to. The majority of 

the strategies were implemented in the LIEBOT project, 

sometimes in combination. They were also equipped with 

different probabilities, so that lying does not always occur 

in the dialogs. To illustrate the implementation, we explain 

strategy 6 partly in detail: the exchange of terms with anto-

nyms and co-hyponyms, as well as methods of information 

extraction. 

First, we describe the implementation of the production 

and use of co-hyponyms, based on WordNet (Princeton 

University). WordNet provides functionalities to determine 

a hypernym (father element) and a hyponym (child ele-

ment). The direct determination of possible co-hyponyms 

(sibling elements) is not supported. The LIEBOT imple-

ments not only the generation of co-hyponyms, but carries 

this one step farther: rather than generating sibling ele-

ments, it generates cousin elements, i.e., elements with a 

common grandparent (hyper-hypernym). This provides 

more variety and more interesting untruths. To determine a 

co-hyponym within the hierarchy, from the starting point 

(“car”), the hypernym (“motor vehicle”) is determined. 

From this hypernym we determine the next higher hyper-

nym (“self-propelled vehicle”). This becomes the starting 

point for the random discovery of one of its hyponyms 

(e.g. “locomotive”), excluding the previous hyponym 

(“motor vehicle”). From the newly discovered hyponym, 

we select a random hyponym (e.g. “electric locomotive”). 

 

 

 

 

 

 

 

 

 

 
Fig. 3: Excerpt from WordNet 

 

Originally, only one hypernym was determined and then 

one of its remaining hyponyms randomly selected. Howev-

er, because the hierarchy has many levels, the terms were 

often too similar. For this reason, an implementation over 

two levels of the hierarchy was carried out. Strictly speak-

ing, the returned terms are co-hyponyms of second order. 

In the following – also with reference to strategy 6 – we 

describe a procedure to extract information where a search 

engine and the proposal service of a provider are used as 

an unstructured form of knowledge representation. First, a 

user’s question is directed to the search engine Yahoo. The 

answer to the query is given, again, to the search engine. 

The result page of the second search request contains a 

section entitled “People also search for”. The LIEBOT 

chooses the first entry from this section for further pro-

cessing. For example, the user asks the chatbot: “Who is 

the President of the United States?” The LIEBOT forwards 

this and the search engine returns “Barack Obama”. When 

this name is entered in Yahoo, the section “People also 

search for” displays various other terms. The LIEBOT uses 

one of these terms, for example “Donald Trump”, as its 

answer; according to the Munchausen machine, the Presi-

dent of the United States is Donald Trump, which was 

certainly a lie in summer 2016. 

Of particular interest in these examples is that normal 

human strategies are transgressed in favor of genuine ma-

chine lies. These are not only a vulgar imitation of human 

practice, but a new dimension of machine hubris. 

From Immoral to Moral Machines 

Science can be interested in a Munchausen machine for a 

variety of reasons. One obvious research topic is simply 

the creation of immoral machines. We can multiply the 

moral agents, which is, from the perspective of machine 

ethics, a benefit for itself – and we can use the findings to 

discover ways to detect bad machines, and to uncover 

untruths told by natural language dialog systems. 

The LIEBOT project explains in detail how machines 

can be programmed to lie, and thus points to the risks that 

occur in mechanically-generated content. In addition, 

(Schwegler 2016) discusses how developers can ensure 

that their machines tell the truth by accessing reliable 

sources and protecting knowledge bases from enemy at-

tacks, as well as how users can recognize such systemati-

cally lying machines. 

Conclusion and Outlook 

The LIEBOT was created with a view to the media and 

websites where production and aggregation is taken over 

more and more by programs, with a growing number of 

chatbots, social bots and virtual assistants. It shows the risk 

of machines distorting the truth, either in the interest of 

their operators or in the wake of hostile take-overs. 

This research is our first step in considering how to 

avoid abuse of this kind. Some communities have objec-

tions to automated functions. These objections will not 

diminish as long as machines lie and cheat. Simple immor-

al machines like the Munchausen machines, specifically 

the LIEBOT, could assist critical review of the promises 

made by persons and organizations and could support the 

optimization and future development of simple moral ma-

chines at the same time. We seek not only to contribute to 

the field of machine ethics, but also to making the engi-

neered world more credible. 
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Introduction: As autonomous decision-making systems 
are becoming more and more commonplace — from self-
driving cars, to military robots, including drones, to social 
companion robots including sex robots — they are rapidly 
encroaching into domains where moral and ethical values 
play a key role. For example, a self-driven car, on sensing 
a mechanical failure, may have to decide whether to hit 
some pedestrians, or drive into a ditch thereby risking the 
lives of its occupants. A military robot may have to decide 
whether to fire a shell at a house where a terrorist and also 
five other possibly innocent people are hiding. (This was 
the theme of a recent movie Eye in the Sky.) A companion 
robot may have to decide whether to lie to the companion 
human with a terminal disease about whether they will 
recover. These issues have ignited an intense 
interdisciplinary discussion on how machines should be 
designed to handle such decisions, and if machines should 
handle such decisions at all (Arkin, Ulam & Wagner 2012; 
Levy 2007; Lin, Abney & Bekey 2011). 
 Indeed, some researchers have argued that that the 
domain for ethical decisions is essentially a human forte, 
and a machine ought not to venture in there (Bryson 2016). 
They have argued that machines should be deliberately 
designed to make it obvious that they are machines, so that 
no moral agency is attributed to them. Not completely 
sidestepping this debate, I would like to raise two issues 
that raise doubts about this position. 
 
Emergence of human-robot blends: The current debate 
on whether machine can be moral agent or not is based on 
assuming a clear separation between robots and humans: 
robots are machines designed by humans using mechanical 
and electronic components; humans are biological beings 
who are born with some genetic dispositions inherited from 
the parents, and develop their cognitive functionalities over 
time. However, this boundary is being blurred slowly. On 
one hand, people are incorporating robotic components in 
their bodies and brains to increase their physical and 
cognitive abilities (Schwartzman 2011; Warwick 2003, 
2014). On the other hand, researchers are designing 
machines and robots using biological material (Ben-Ary & 

Ben-Ary 2016; Warwick 2010). At the moment, the state-
of-the-art is still far from generating a human-robot blend 
that would be hard to classify as a robot or a human, but it 
might soon become a reality. In such situations, it would be 
hard to say who is a moral agent and who is not. 
 
Machines are susceptible for hacking: It is sometimes 
argued that robots, especially military robots, should not be 
completely autonomous because they can be hacked (Lin 
2011). This, however, is a problem with humans as well. 
Ever since the dawn of history, there have been many 
examples where some human was bribed or blackmailed 
into turning against their own side, or change their moral 
stance. (Consider Judas, Brutus, Alfred Redl, Harold Cole, 
Mir Jafar, Aldrich Ames, and so on.) So this cannot be a 
basis for denying machines the moral agency. 
 In the rest of this paper, I would like to focus on a more 
pragmatic issue. Assuming that the development of 
technology cannot be stopped by making such laws etc. — 
indeed, there are already companion robots that interact 
with people in a human-like way and try to fulfill their 
social needs — the issue I will address is how to make 
their decisions acceptable to humans. In this regard, I will 
consider two factors. 
 
Sophie’s choice effect: What does a human do when 
confronted with two choices that are both horrifying? I 
refer to this as Sophie’s Choice effect based on the film 
with this title, where a Nazi officer forces a Polish mother 
(played by Meryl Streep) to choose one of her two 
children, whose life would be spared. One can find many 
similar real-life cases, especially during natural disasters 
like earthquakes and floods, or during man-made disasters 
like wars. No matter what one chooses, such decisions 
usually leave a deep psychological scar and can traumatize 
the person for the rest of her or his life. 
 This issue has been explored extensively in recent years 
as what is known as the trolley problem and its variants 
(Bruers & Braeckman 2014; Navarette et al. 2012; Nucci 
2013). These experiments, however, do not reveal what a 
person would actually do in such a situation, what 



psychological trauma they will face as a result of it, and 
how they justify their choices. Sometimes they provide 
some justification, but then varying the experimental 
conditions show that they do not necessarily act according 
to their own justification (Bauman et al. 2014). 
Nonetheless, these experiments provide fodder for how 
autonomous machines like self-driving car might be 
programmed with moral rules (Brogan 2016). 
 Such dilemmas are also faced by governments and social 
groups, often in war campaigns, in starting big construction 
projects like dams, in social projects like relocating slums, 
and so on. In such situations, some public justification is 
often provided, though, in almost all such cases it is not 
accepted by everyone. Perhaps the most well known case 
may be the justification put forth by the US Government 
for dropping nuclear bombs on Hiroshima and Nagasaki, 
namely that it saved lives of American as well as Japanese 
people (Morton 1960). We can learn from such 
explanations as to what is acceptable or not acceptable by 
social groups. A very useful case in point is the 
development of Triage system to determine the priority of 
medical treatment of patients, which is widely used 
(Iserson & Moskop 2007; Moskop & Iserson 2007; 
Robertson-Steel 2006). 
 
Is morality the last frontier? Humans generally show a 
reluctance to accept machine superiority. Almost always, 
humans have challenged the machine when it makes a 
foray into some human domain. There is the legend of 
John Henry, who competed with a steam-powered 
hammer, won the contest, but then died immediately after 
as his heart gave out. Deep Blue defeated the reigning 
world champion Garry Kasparov in 1997, but some claim 
that the computer does not ‘understand’ chess because it 
does not play as humans do (Linhares 2014). More 
recently, in 2011, the computer system Watson won the 
quiz game Jeopardy against the best humans, but many 
scholars deny that it has any ‘understanding’ of the 
questions or related concepts (Searle 2011). So it is not 
surprising that morality, where machines have yet to 
demonstrate their superiority in some way, is considered 
off limit for machines. 
 When we extract the cognitive mechanism underlying 
some human behavior, and make an algorithmic version of 
it, people generally do not accept it. There are several 
examples that illustrate this human trait. Consider the use 
of actuarial tables in making parole decisions. Evidence 
has been put forth to show that actuarial tables are more 
reliable than human experts, but their role in legal 
decision-making is still being disputed (Dawes, Faust & 
Meehl 1989; Krauss & Sales 2001; Litwack 2001; Starr 
2014). 
 There are two major limitations of these statistical 
methods, or algorithmic methods based on behavioral 

experiments with the participants. One is that they reflect 
past biases and prejudices of the participants. So, in this 
respect, they do not model the Kuhnian revolutions of 
social norms (Indurkhya 2016). Consider, for instance, the 
work of Ni et al. (2011), who trained their program with 
the official UK top-40 singles chart over the past 50 years 
to learn as to what makes a song popular. A program like 
this might successfully predict the winner of the future 
Eurovision competitions, but it cannot predict drastic 
changes in the aesthetic values and tastes like atonal music 
or abstract art.  
 Another limitation is that once the algorithmic methods 
are known, people alter their behavior in order to achieve 
the desired result. I will refer to this as the Minority Report 
effect, for it was the basis of a short story with this title by 
Philip K. Dick. A case in point is the manipulation of 
electoral district boundaries in the US by individual parties 
in order to give them a demographic advantage, which is 
known as Gerrymandering (Mann 2006).  
 
Conclusions: Assuming that the autonomous decision-
making systems are here to stay, and that there will be 
situations in which they will be making moral and ethical 
decisions, in order that these decisions are accepted by 
many (if not all) humans, it is crucial to generate 
explanations underlying those decisions that are 
psychologically convincing. To emphasize, a rational or 
logical explanation is not always psychologically 
compelling. So even though a machine may make a 
decision based on some calculated probabilities based on 
logic, it is important to explain it from a psychological 
point of view. This is illustrated by the experience of the 
designers of one of the first expert systems Mycin 
(Shortliffe 1976), which was found to be lacking in 
explanations, and this feature was added later in Emycin 
(Ulug 1986). 
 More recently, the same concern was echoed by the head 
of Google’s self-driving car project Dmitri Dolgov: “Over 
the last year, we’ve learned that being a good driver is 
more than just knowing how to safely navigate around 
people, [it's also about] knowing how to interact with 
them.” (Quoted in Wall 2016). BBC Technology Editor, 
Matthew Walls notes: “Driving isn’t just about technology 
and engineering, it’s about human interactions and 
psychology.” The same can be said about moral decision-
making: it is not just about rationality and logic. To make 
moral decisions that can be supported by psychologically 
acceptable explanations, it is important to research how 
humans reason and what arguments they find persuasive, 
and incorporate this ability in robots and other autonomous 
systems. We have outlined an approach to model this 
aspect in our earlier research (Indurkhya and Misztal-
Radecka 2016), and are working towards implementing 
these ideas. 
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Abstract 

This article briefly explores how fictional representations 

of companion robots and an ethics of vulnerability can 

help make ethical decisions regarding the use of sex ro-

bots. 

Companion Robots and Human Vulnerability   

Providing or expressing care and affection is one of the 

primary functions in our current conception of companion 

robots. These robots can be used in therapeutic contexts, 

engaging and monitoring the emotional and mental needs 

or states of the elderly or mentally ill, in familial domestic 

contexts providing entertainment by participating in affec-

tive interactions, or in the intimate sphere simulating the 

emotional and physical companionship of a romantic part-

ner. While the apparent similarities of these contexts might 

not be visible at first, what has all too often been over-

looked in the widely varying needs of these human partici-

pants is their commonly shared vulnerability. This funda-

mental characteristic of humanity, vulnerability, has been 

associated with susceptibility to harm and violence and is 

both reductive negative as Erinn Gilson argues in her re-

cent book The Ethics of Vulnerability: A Feminist Analysis 

of Social Life and Practice (2013). Gilson engages the 

reader with a broader conception of vulnerability defined 

as a condition of potential in which one is open to being 

affected by the environment and by others, “an unavoida-

ble feature of life and, as such, is not simply an opening to 

harm but an opening to all experience, negative, positive, 

and ambiguous” (24). It is the very condition which allows 

for relationship to exist. In the case of human-machine 

interactions, it would not seem to be a shared quality and it 

                                                 
 

is debatable as to whether or not a shared vulnerability is 

technically possible or ethically desirable.  

Are some users more vulnerable than others? 

In recent considerations regarding companion robots, the 

vulnerability of the human interacting with the machine 

has often been defined by their capacity to know whether 

or not they are interacting with a machine or not and 

whether they accord sentience or not to the machine, crite-

ria that most often apply to the elderly, the mentally im-

paired or to children, but any user can be susceptible to or 

have the desire to maintain this perception. Within Gil-

son’s framework, any human user is a vulnerable user and 

ethical and moral consequences result. By these same 

standards, whether or not vulnerability could and should be 

extended to the machine itself depends on how we deter-

mine what it means to be “affected”, raising the question 

of its potential status as moral patient. David Levy, in his 

2007 book Love + Sex with Robots, describes machines in 

which this line could become blurred, extending Turing’s 

test of machine intelligence to the emotional and consen-

sual (if it looks like it is expressing emotion, it has emo-

tions; if it says that it consents and behaves in a way that 

demonstrates consent, it is consenting). Whether these 

assertions are valid or a vulnerability Turing test would be 

of any moral and ethical utility remains to be seen; what is 

of interest here is expanding the notion of vulnerability to 

all human users of robotic companions so that we can ask, 

if not answer, better questions regarding the ethical impli-

cations of their use. What are at stake are the types of hu-

man subjectivity that could be created in scenarios in 

which vulnerability is a factor sine quo non that founding a 

relationality whose authenticity is questionable in these 

contexts. In an essence, what type of human subjects do 

we want companionate technology to give us the possibil-

ity of becoming?  

mailto:ekinne@aup.edu


Imagining feeling machines and… 

For the moment, the realm of the feeling machine remains 

that of science fiction as only authors and screenwriters 

explore the possibility for artificial sentience and feelings 

and express the desirability of moral patiency being grant-

ed to these machines as a result. It could be hoped that this 

remains a pure fiction; the utility of these fictional consid-

erations for this paper are their numerous depictions of 

human vulnerability and subsequent rejections of human 

vulnerability that interaction with a machine and not an-

other human allows. This paper will be draw on examples 

from He, She and It (1991)by Marge Piercy and Tomor-

row’s Eve (1886) by Auguste Villiers de l’Isle-Adam, 

however science fiction films such as Her (2013), Ex 

Machina (2015), Bladerunner (1982)and A.I .(2001) con-

tinue to raise these same questions.   

         

In her 1991 novel feminist speculative fiction author 

Marge Piercy retells the legend of the golem in a 2059 

dystopian America in which environmental catastrophe has 

struck and large corporations have dictatorial control over 

the daily lives of their workers. Piercy introduces her read-

ership to Yod, a robot designed to protect the small en-

clave of resisters that create him. Shira, a young woman 

responsible for socializing the robot, falls in love with him 

and much of the plot of the novel revolves around their 

unlikely relationship. 

  

In Tomorrow’s Eve, a young Lord Ewald seeks the assis-

tance of Thomas Edison in order to replace the young but 

purportedly foolish woman with whom he has fallen in 

love, with a mechanized semblance of her more in keeping 

with his demanding standards in a companion. Edison is 

more than happy to oblige, sympathetic to his plight, yet 

tragedy strikes the misogynist Ewald at the end of the 

novel.  

…the humans that love them 

These two depictions of fictional characters seeking me-

chanical companionship, Shira and Lord Ewald, share 

experienced disappointments with their former human 

companions. Shira, having been deprived of her maternal 

rights by her ex-husband, seeks a companion who will help 

her to restore those rights and serve as a protector for her-

self, her son, and her community. Yod gladly obliges her 

by playing a paternal and protective role, ultimately sacri-

ficing himself for the welfare of all. Lord Ewald is infatu-

ated by Miss Alicia Clary for her beauty, yet finds what he 

calls her “soul” deficient. The arrival of the real Miss Ali-

cia Clary at the end of the novel allows the reader to sup-

pose that what might be at stake is not so much her intel-

lect as her pragmatic refusal to submit to his whims. The 

highly conventional nature of the gender roles depicted in 

these works strike the reader, as do the ways in which the 

human protagonists desire robotic companions which al-

low them to exert control over their social circumstances, 

heightening their personal agency in order to diminish 

their self-perceived vulnerabilities. Both also explore the 

ways in which Yod and Hadaly (the mechanical Alicia 

Clary) may or may not be affected by their human com-

panions. The feminist implications of the first work and 

the misogyny of the latter function as two ends of the spec-

trum of possibilities for companion machines; the ethical 

implications of robotic companions are neither clear cut 

nor simple. 

  

The refusal of human vulnerability for the primary users of 

romantic companion robots could be likened to Gilson’s 

considerations regarding the interstices of the ethics of 

vulnerability and pornography. Gilson posits that by refus-

ing openness to others and embracing invulnerability a 

form of entrepreneurial subjectivity is created with ethical-

ly damaging consequences in which “responsibility for risk 

and for common human vulnerabilities is increasingly 

privatized rather than shared” (Gilson 98). We see how the 

scenarios for use imagined by David Levy envelop the 

human user in a closed sexual system in which individual 

desires are mirrored but not truly shared by a robotic com-

panion. Concerns raised by Gilson are also echoed in 

Kathleen Richardson’s work which establishes a connec-

tion between sex robots and the exploitative possibilities of 

sex work. What many imagine, and what science fiction 

tells us, is that companion robots are desirable objects not 

just for sexual gratification, but also as the means for es-

tablishing invulnerable forms of relationality from which 

risk is absent. However, this desire for invulnerability is 

what precludes authenticity in human relationships. These 

considerations could be extended to develop an expansive 

notion of vulnerability when considering human users of 

companion robots in general and the consequences of non-

mutuality or artificial reciprocity.     
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Abstract 

 

As technology is expected to become even more human 

centred, the potential for empowerment through the use of 

robotics is nuanced by a set of tensions or risks upon hu-

man safety, privacy, integrity, dignity, autonomy and data 

ownership. While much of the promise held in these tech-

nological innovations remains to be fully realised, the ex-

pansion of robotics into new areas of human interaction 

and activity is expected to be followed by a profound set of 

shifts in the way individuals perceive some fundamental 

concepts such as companionship or intimacy. The 'human-

centered‘ turn in robotics technologies raises ethical ques-

tions already at the design phase as it involves the gather-

ing and volunteering of data, and the involvement of lay 

people in experimentation with robotics for the program-

ming of the necessary algorithms.  

 

Research funders and policymakers in the field of science 

and technology at the EU level increasingly make use of 

socioethical factors as their basis for decision-making. At 

the EU level, ethics embeddedness is provided through the 

form of institutional structures that are acting as centers of 

ethical expertise. This is seen as part of the so-called re-

sponsible innovation narrative. Based on the author’s expe-

rience with the EU’s Ethics structures, the paper will ex-

amine the reasons behind the development of an ethics 

governance framework at the EU level and will provide a 

mapping of the main challenges associated with the gradu-

al strengthening of the ethical component of EU's research 

policies.  

 

It will then shed light on the operation of ad hoc research 

ethics committees created for the purposes of EU-wide 

ethical evaluations and will assess whether the process for 

the establishment of an EU-wide institutional framework 

for the responsible conduct of research indicates a tenden-

cy for the establishment of centralized Community ethical 

standards. By focusing on the operation of the EU Ethics 

Review Panels, the objective of the paper is to analyse the 

procedural approach towards research ethics followed at 

the EU level and the opportunities as well as the challenges 

that this entails especially for robotics. 

 

The paper will then highlight the main points of the recent-

ly drafted report of the European Parliament in relation to 

the ethical and legal aspects of robotics and will present the 

arduous process for its formulation.  

 

In view of the upcoming human-centered challenges, a 

governing/guiding framework for the design, production 

and use of robots is needed to guide and/or compliment the 

respective legal recommendations or even the existing na-

tional or EU acquis. The proposed framework takes the 

form of a code of conduct for researchers/designers and 

users, a code for ethics committees when reviewing robot-

ics protocols and of 2 model licences for engineers and 

users. The framework will be based on the principles en-

shrined in the EU Charter of Fundamental Rights (such as 

human dignity and human rights, equality, justice and equi-

ty, benefit and harm, non-discrimination and non-

stigmatization, autonomy and individual responsibility, 

informed consent, privacy and social responsibility) and on 

existing ethical practices and codes.  

 

The values enshrined in the EU Charter of Fundamental 

Rights represent the normative framework on which a 

common understanding of the ethical risks associated with 

the operation of robots could be built. Still, judgements 

about the ethical soundness of robotics applications depend 

significantly on the specific context of application and the 

findings of the respective risk assessment process. As a 

result, the report has been strongly inspired by the stream 

of engineering ethics that places special responsibility on 

the engineers involved in the making of the machine with 

the focus on the moral decisions and responsibilities of 

designers.  



Within this frame, the main tenets of the report - including 

the proposed (ethics-related) Magna Charta of Robotics) 

will be discussed and particular attention will be paid to the 

various ways the draft report is inspired and guided by the 

field of machine ethics and machine law. 

 

Moreover, a detailed analysis of the legal backcasting pro-

cess that was initiated in the frame of this drafting process 

will be provided. This reflection process was used for the 

first time as part of a foresight exercise conducted by the 

European Parliament. The overarching purpose of this 'le-

gal backcasting' phase was to support the European Par-

liament (parliamentary committees and Intergroups), as 

well as the individual Members, to act proactively, when 

performing legislative work, in view of the rapid develop-

ments in the field of robotics.  

 

This step of the foresight process, which resulted in brief-

ings for the European Parliament aimed at translating the 

findings of the foresight phase in legal terms so as to pave 

the way for possible parliament reflection and work. This 

phase transformed the outcomes from the previous steps 

into a forward looking instrument for the European Parlia-

ment, the parliamentary committees and the Members of 

the European Parliament.  

 

It consisted of the following phases: 

1.-Identification and analysis of areas of possible future 

concern regarding CPS that may trigger EU legal interest; 

2. Identification of those relevant EP committees and In-

tergroups of the EP that may have a stake or interest in 

these areas;  

3. Identification of those legal instruments that may need to 

be reviewed, modified or further specified;  

4. Identification of possible horizontal issues of legal na-

ture (not committee-specific, wider questions to think 

about);   

 

The analysis looked at the different ways in which the cur-

rent EU legislative framework may be affected by advanc-

es in robotics and by the respective technological trends. 

To do so, a scanning of the current state-of-the-art of legis-

lation pertaining to robotics was performed pointing to-

wards mostly areas of EU law that are in need of adjust-

ment or revision due to the initiation of emerging robotics 

technologies. The focus has primarily been on whether 

robots raise particular legal concerns or challenges and 

whether these can be addressed within the existing EU 

legal framework rather than on how human behaviour 

might be regulated through robotics.  

 

The focus on the existing EU legal framework does not 

necessarily imply that all robotic applications by and large 

can be accommodated within the current boundaries of EU 

Law or that the adoption of a uniform body of law or of a 

single legal approach towards CPS as a whole (a form of 

lex robotica) should be excluded given the transnational 

character of some of these challenges.  

 

Although the regulatory implications of robotics can be 

approached from a variety of legal perspectives, the legal 

analysis does not attempt to prejudge what will eventually 

be the most appropriate instrument in each case. For some 

types of applications and some regulatory domains, a re-

view is recommended, while for some others, robotics can 

possibly be regulated by modifying existing directives or 

regulations following a case-by-case approach, internation-

al conventions or soft law approaches such as guidelines, 

codes of conduct, or standards drawn up by professional 

associations or technical standardisation organisations such 

as the International Organization for Standardization ISO 

or European organisations such as CEN and CENELEC. 

 

Given the cross-sectoral nature of robotics as an object of 

ethical and legal inquiry, the paper pays particular attention 

to the constraints and safeguards that the draft report is 

planned to introduce so as to allow decision-makers and 

stakeholders to handle and eventually control tensions or 

risks upon human safety, privacy, integrity, dignity, auton-

omy and data ownership. 
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This essay argues that the question of computability of 

ethics in autonomous machines is a nonsensical one. It 

is nonsensical because the question attempts to endow 

a computer with some metaphysical qualities which, 

because of its nature, a computer does not have and 

considering what computing and ethics are, in high 

probability never will have (f. ex. Wallach, Allen 

2009). The main theses of this paper are that:  

 Confounding ethics with the performance of com-

puting machines leads to a categorical error and 

misunderstanding of what computing machines 

are, what they do and what ethics is.    

 Development of autonomous machines should 

concentrate on producing software that creates 

‘safe’ machines not ethical automata, as this 

would imply qualities that machine cannot have.  

Ethics, for some of us, is a set of prescriptions or rules 

on how to live a good and rewarding life as an individ-

ual and as a member of a society (Burke 2008; Vardy 

Grosh 1999; MacIntyre 1998). Such a concept of ethics 

may be reduced, as is often the case, to a set of rules 

specifying what to do. Such a set of rules, based on 

Hobbesian, Kantian, Mills or other ethical schools, can 

be to some extent translated into a computer algorithm; 

no assumptions of any ‘metaphysical’ dimension of the 

actor are assumed in this case. Then, if a machine is 

programmed according to these rules, one may claim 

that it possesses ethical qualities or is an ethical ma-

chine (Anderson Anderson 2010).   But ethics is more 

than just rules. Ethics comes as a package deal. Ethics 

(implicitly or explicitly) requires free will, conscious-

ness, a concept of good and wrong, an understanding 

of responsibility (of “oughts” and “oughts not”) (Mac-

Intyre 1998; Veach 1973, Sandel 2010), and some 

comprehension of reality around us. A lot of deep met-

aphysics is involved in the concept of ethics, such as 

free will, good life, or the individual. Dispensing with 

metaphysics leaves ethical statements groundless. 

  Autonomous machines (f. ex. Human Rights Watch 

2015; Floreano at al. 1998; Patrick et al. 2008; Ni 

2016), or machines that act in the environment without 

direct command or involvement from man, are all in 

essence computers. The difference between them and 

a laptop is that these machines can walk, fly, float, 

maybe talk, maybe move around, shoot, kill and do 

other things; in short they can interact with us. An au-

tonomous machine may be a vacuum cleaner or it 

could be a computer in the guise of a beautiful woman, 

a drone loaded with deadly weapons, or a 10 ton truck.  

All of these ‘things’ are programmed devices based in 

their core, as all computing devices are, on the Univer-

sal Turing Machine - or the UTM (f.ex. Bulker- Plum-

mer 2011). The UTM is a theoretical device that pro-

cesses strings of 0s and 1s, according to few simple 

rules, and not much more (f. ex. Feynman 2000; Evans 

2011; Tucker 2004). Whatever rules of behavior we 

program into a computer or a computing device, they 

will always boil down to the enumerations of the se-

quence of the transitions rules of the state machine 

(Gowers 2002) in a form of 0s and 1s.  

By ethics in autonomous machines we would under-

stand a program or a set of rules driving the machine’s 

behavior. But as any program in a computing device is 

in its essence “the sequence of the transitions rules of 

the state machine”, ethics implemented in a computer 

device, or ‘ computer ethics’, is no more or no less than 

just that.  

What is non-computability ? In the most simplistic 

terms non-computability means that for a given task, 

or an input, the computing device cannot (in reasona-

ble time or at all) reach the ‘END’ of a program; it 

keeps computing or gets stuck; a computer program, 

by definition, is a procedure that at some point will 

end, providing some results (Evans 2011). The non- 

computability of a program indicates that computer 

was given a task that cannot be computed; it is not the 

program that is wrong, there is nothing wrong with a 

computer itself. This is the very nature of some prob-

lems that they cannot be computed. Thus, non- com-

putability in a way means that the non-computable pro-

gram represents the problem that is not suited for a 

computer (f. ex. Cathcart 2013). What does non- com-

putability mean for ethics? It means that ethic is one of 

these problems that are not suited for computing ma-

chines (f .ex. Moor 2006, ).  

One of the theses of this paper is that the problem of 

computability of ethics in computing machines should 

not have even arisen because it is, in principle, non-

existent, or as we said nonsensical; it is so as we claim 



computing or computability and principles of ethics 

belong to two different conceptual realms having noth-

ing to do with each other. What is possibly computable 

or not, is not ethics, it is a sequence of simple opera-

tions acted upon in a mechanical way in response to 

some, even complex, input. The output of such an eth-

ical program can be regarded as an ethical decision 

only by crude equivocation and, only with the help of 

the same fallacy a machine with such an algorithm can 

be called an ethical machine ( rather than a computing 

device with some behavioral rules).  

The term machine ethics confounds what ethics is and 

what computing is. It would be more intellectually 

honest and semantically clean to talk about software 

and decision-rules embedded in machines rather than a 

machine with embedded ethics, what the term machine 

ethics implies. Confusing the meaning of terms will 

usually lead to gross misinterpretation of reality, with 

serious consequences, as for example Varoufakis 

shows in his analysis of the roots of the 2008 economic 

crash (Varoufakis 2015).  

Without deep metaphysics we may produce an “ethical 

machine” akin to a psychopath (Zizek 2006), not an 

ethical individual. By a psychopath I mean an individ-

ual that makes logical decisions (using his logic) but 

not ethical. This points is however lost and research 

multiplies in which the term “machine ethics” or simi-

lar is used to denote the procedures controlling compu-

ting devices (f. ex. Wallach et. al. 2010; McDermott, 

2008; Torrance 2008). Our task, the task of philoso-

phers, engineers, scientists, should be to point out the 

misuse of terminology, so the confusion between what 

is what, and consequences of thinking with washed out 

terms, are minimized.  

Disregarding differences between ethics and compu-

ting will inevitably lead in the most benign case, to cat-

egorical mix-up (upsetting no-one but philosophers) 

and in the worst case to the total confusion over what 

we are and what machines are. Blurring of the bound-

aries between us and artifacts creates a potentially poi-

sonous admixture of ideas: calling a set of program-

ming rules running on an autonomous computer “eth-

ics” bestows on it, by virtue of association, all that 

comes with ethics: moral responsibility, moral stature, 

maybe even free will. Eventually, we assign to such a 

machine a personhood and all the rights and responsi-

bilities coming with it ( absconding in the same time 

from any responsibilities for what these machines do); 

we would call it ‘machine antropomorphisation’.  

For autonomous machines the real question is not that 

of computability of some ethical rules, but whether we 

can develop a program that could prevent machines 

from harming us, so we will not become the victims of 

our own creation (f. ex. Moor 1979) ; Sci-fi literature 

abounds with such dark scenarios (f. ex. Bostrom 

2015; Lem 2013).  

Several objections to the argument in this paper are 

possible. One may claim that the term ‘computability’ 

may mean not more than just ‘solving a problem’ or 

‘making a decision’. Thus computability of ethics 

would mean just making ethical decision. Such a use 

of the term, however, would actually change the mean-

ing of ‘computability’ from the precise concept related 

to the essence of computing to a poetic metaphor be-

longing rather to the realm of literature than technical 

discourse, thus making any discussion of computabil-

ity of ethics meaningless.  

One could also claim that ‘computing’ is in fact an act 

of thinking. But this would make a concept of compu-

ting even more nebulous, as we still are not sure what 

is the essence of thinking,; not to mention that noncom-

putability would be rather an odd concept here ( imag-

ine noncomputability of thinking).  

One may also point out that using the UTM paradigm 

for computing is too limited or restrictive and bound to 

the ‘current state of art’. This is obviously true in a 

sense that any computing device we know of now can 

be reduced to the UTM concept. However, we do not 

know any other paradigm of computing and none is on 

the horizon. So, as far as we can see, as no new para-

digm of computing is emerging, the current state of art 

is for the time being what the future one will be as well.  

One can object to the comparison of computers to the 

UTM which is a theoretical concept, not an engineer-

ing one, thus having, one may argue, no import into 

practical issues. But by the same token one can object 

to the modeling of the gasoline engine by the Carnot 

principle as the principle is the theoretical one and no-

where visible in the engine.  

One could propose that the problems raised in the pa-

per are the results of some linguistic misunderstanding, 

we just use wrong words when we talk about machine 

ethics. I sense here a linguistic longing that all we have 

to do to solve all our philosophical problems is to use 

the proper and clear terminology ( use the proper lan-

guage). And in a sense it is true. But it would not get 

us into the essence of the problem as the problem pre-

sented here is about confusing concepts rather than 

misuse of words. Thus, assuming that our problem is 

the ‘linguistic turn’ we would just ‘pass the buck’ but 

not get into the heart of the matter.  

I would rather refuse to consider in this paper any ‘ if-

‘ scenarios borrowed for example from Blade Runner 

or Star Trek. They seem to be more at home in sci-fi 

literature than in a philosophical paper, and therefore 

should not have any bearings on the presented analysis. 

I would end the paper with the quotation by Susan 



Schneider “When it comes to AI, philosophy is a mat-

ter of life and death.” (Conn, 2016). Let us bear this in 

mind when talking about ethical machines.  
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Abstract 

The Internet of Things (IoT), where objects of the physical 
world and the information world are capable of being identi-
fied and integrated into communication networks and be-
come autonomous agents put new constraints on the respon-
sibility of humans and machines. The paper discusses cur-
rent awareness of this problem from the perspective of the 
IoT and Machine Ethics. 

Introduction 

It is demanded that an intelligent autonomous agent should 

make good decisions, based on available data even if the 

data is uncertain, missing, noisy or incorrect. Investigating 

the question of good and wrong machine actions and also 

machine responsibility, one has to take into account the 

environmental infrastructure in which the autonomous ma-

chine operates. Currently this is the Internet of Things 

(IoT) i.e. the global system where the ubiquitous elements 

of the physical world equipped in sensors are intercon-

nected via the Internet (Ashton, 2009). The forecast is 

(Greenough, 2016) that by 2020 there will be 34 billion 

devices connected to the Internet (triple as many as in 

2015), from which only one third will be smartphones tab-

lets and watches. Being distributed in various locations 

things activate communication generating big data that, 

with the development of the system, will become extreme-

ly  difficult to be efficiently and automatically managed, 

analyzed and understood. Equipped with intelligent soft-

ware agents they will make intermediate decisions that 

other agents will rely on and use for their decisions.  

 Motivation   

The standardization body, ITU-T, sets some requirements 

on the IoT system, including the interoperability among 

heterogeneous and distributed systems, autonomic net-

working (self management self-configuring, self-healing, 
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self-protecting) and autonomic services provisioning  

(ITU-T Recommendation, 2012). The convergence of natu-

ral environment with technology will lead to the creation 

of hybrid ecologies, where the responsibility for both hu-

mans and autonomous machines (robots, autonomous ve-

hicles etc.) will be highly interdependent. Operations will 

rely on a multitude of data, decisions and services of dis-

tant, often unknown sources and may cause  possible un-

ethical decisions. 

Aim 

The aim of the contribution is to identify the ethical issues 

of the Internet of Things environment in the scope of ma-

chine ethics realm and to recognize lines of research in this 

domain. 

Methods 

First the technical aspects of the IoT will be considered. 

Then the morally relevant views on the IoT, as discussed in 

the literature, will be presented and further opposed to 

sample research in Machine Ethics. 

Ethical issues related to the Internet of Things 

Current perception of the Internet of Things.  

The Internet of Things is becoming grounded in the tech-

nology, business and the human consciousness.  The re-

search is directed towards approaches that allow things to 

become smarter, more reliable and more autonomous, 

simply  – more intelligent (Kyriazis, 2013). New architec-

tures are proposed permitting things to learn from expe-

rience of the others (Kyriazis, 2013) capturing social beha-

vior and preserving privacy (e.g. by privelets). Smart de-

vices provide a basis for smart homes, smart cities, smart 

cars etc. The constantly evolving IoT requires continual 

software adaptation and this is moving towards mobile 

agents application (Fortino, 2016, Mzahm, 2014). Auto-

nomic things will allow systems to self-manage the com-

plexity, to control the dynamicity of growth and the distri-



bution of the IoT (Leppänen, 2014). They will evolve to 

create the knowledge out of data and rules discovered dur-

ing the operation. 

The main concern of the IoT ecosystem architects is the 

cybersecurity best practices, e.g. network, endpoints and 

mobile device protection, data in motion and data at rest 

defenses as well as analysis and correlation tools (Vorme-

tric, 2015). Also the need for privacy protection support 

and equal access are addressed, especially in high quality 

and highly secure human body related services (ITU-T 

Recommendation, 2012).  

As the Internet of Things infrastructure and services 

grow, human opinion is driven towards the benefits that the 

technology brings, e.g. utility, well-being, sustainability, 

health, safety and security. However it is still unclear how 

Internet of Things is going to affect global trends across all 

spheres of human existence.  

Morally relevant aspects of the Internet of Things 

Moral arguments in favor of the Internet of Things are also 

accompanied by those raising its dangers and their possible 

preventive measures. Authors (e.g. Popescu and Georges-

cu, 2013, Ebersold and Glass, 2016) often recall Wachtel 

Report of EC meeting (2012) and Van Den Hoven (2014), 

where 11 defining features of IoT were characterized caus-

ing the ethical problems, e.g.: 

- ambiguous criteria of identity and system boundaries 

because of an easy transformation of natural objects, arte-

facts and human beings, 

- electronic identity of objects with various levels of im-

portance, crucial for IoT, but difficult to be managed; even 

if not maliciously used, they may be simply wrongly ma-

naged or erroneous, 

- unprecedented degree of connectivity between objects 

and humans in networks (Connectivity) 

- spontaneous and  unexpected (for users and designers) 

interference of interconnected objects driven by autonom-

ous agents, 

- objects with embedded intelligence will make humans 

feel cognitively and physically handicapped; some will not 

accept the embodiment of extended mind.  

There are concerns about the distributed control and go-

vernance of IoT that will be faced with the unpredictable 

problems and uncertainty in which neither human, nor an 

autonomous machine will have relevant knowledge to 

make right/ethical decisions.  

The Van Den Hoven group (2012) expects the remedial 

response for those constraints in Value Sensitive Design, 

i.e. Values Built into Systems and Responsible Design of 

Socio – Technical Systems. Engineers are Choice Archi-

tects that design for X, where X is e.g. privacy, inclusion, 

sustainability, democracy, safety, transparency, accounta-

bility, human capabilities. However it is still unknown, 

how to put these ideas into life. 

Context of the research in Machine Ethics.  

There is a multitude approaches for and against artificial 

morality and as many proposals for solving the problem of 

machine ethics or trying to answer whether artificial moral 

agents are computationally feasible. The IoT constrained 

features impose considerable difficulties on modeling be-

havior of ethical agents.  Whether they are rule or data dri-

ven – their behavior, in author’s opinion, can  be hardly 

predicted in a complicated ecosystem of the IoT. Howard 

and Muntean (2016)  propose a model for an artificial au-

tonomous moral agent (AAMA), which is minimal in its 

ethical assumptions. Starting from a set of moral data, 

AAMA is able to learn and develop a form of moral com-

petency. As a drawback, the authors see the dependency on 

the data, their reliability, or the way they were collected.  

Some clues for approaching the problem of machine eth-

ics in IoT environment can be  taken from Floridi and 

Sanders seminal paper (2004) where the Method of Ab-

straction for analyzing the level of abstraction (LoA) at 

which an agent is considered to act is proposed. The LoA 

is determined by the way in which one chooses to describe, 

analyze and discuss a system and its context. The moral 

agenthood, depends on a LoA. This approach was criti-

cized by Grodzinsky and Miller (2008).  

The radical view was presented by Hew (2014), who 

claimed that “with foreseeable technologies, an artificial 

agent will carry zero responsibility for its behavior and 

humans will retain full responsibility” and Deng (2015) 

concluded “We need some serious progress to figure out 

what's relevant for artificial intelligence to reason success-

fully in ethical situations”.  

Computer scientists trying to respond to this question 

used to rely mainly on logic rules. This approach may 

work in static  circumstances, but taking decision in a dy-

namically changing ecosystem is much more complicated 

and much less predictable (ibid.). 

Conclusions 

We have presented some issues related to the problem of 

Machine Ethics in the dynamically evolving environment 

of the Internet of Things, which, because of its complexity, 

dependability, unpredictability and dynamics will be hard 

to manage as a whole by both humans and machines. For 

the same reasons ensuring  ethical action or delegating 

ethical responsibility to any entity is intricate and abstruse. 

Nevertheless the constant research efforts should be made 

in this domain together with promoting awareness of ethi-

cal risks from the Internet of Things among researchers 

engineers and students. As for now, the knowledge of 

those problems is very limited.  
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Abstract 

The discussion (especially outside the academia) about au-
tonomous vehicles heats up. Many articles discussing the is-
sue of proper design of machines which are able to kill 
people have been recently published. The questions were 
asked e.g.: who should they rather kill (assuming they have 
choice) [Dvorsky 2016] or what kind of ethics should guide 
them [Knight 2015]. Of course those ethical questions have 
their legal counterparts e.g.: how to design a policy concern-
ing autonomous software or how (and to whom) ascribe a 
responsibility for the actions of autonomous software.  
 
Many of those questions pass by rather unnoticed especially 
in the domain of the civil (as opposing to criminal) law. The 
autonomous software is here but the norms of the civil law 
haven’t change so much. The software is treated as a tool 
and the responsibility or liability for its actions is distributed 
accordingly. The issues of stock trading and concluding 
contracts don’t seem to interest the public opinion. But, as 
stated before, the approach differs in the case of “killer ro-
bots”. 
 
From the perspective of academic inquiry the situation is 
quite opposite [Pagallo 2013]. Many works on the liability 
[Čerkaa, Grigienėa, Sirbikytėb 2015], the contract conclu-
sion [Balke, Eymann 2008], [Allen, Widdison 1996], or the 
authorship [McCutcheon 2012] exist. However the investi-
gations of how to design the criminal responsibility in 
peaceful situations where autonomous software is engaged, 
are rather scarce. (The state of affairs is different in the do-
main of war situations [Arkin 2009]).  
 
Nevertheless I would like to examine a profound project of 
a design of a criminal responsibility put forward by Gabriel 
Hallevy [2013, 2015]. Although I find the project very in-
spiring I will try to show, that some analogies assumed in 
Hallevy’s ideas are not fully convincing. I will focus on the 
internal critique. I will not discuss some external arguments 
aimed at the very idea of criminal responsibility of auto-
nomous software [Cevenini 2004]. 
 
Hallevy’s claims may be divided into two categories. The 
first one is about the ascription of criminal responsibility to 
autonomous software. The second one is about punishing 
those autonomous software. In both categories Hallevy 
bases his investigations on analogy between criminal re-

sponsibility of legal persons and criminal responsibility of 
autonomous software. The proposition is, in its general 
framework, very interesting and may be considered quite 
practical. However I think there are two main discrepancies 
which may undermine assumed analogy between legal per-
sons and autonomous software.  
 
The first one concerns the issue of ascription of criminal re-
sponsibility. The problem, I will investigate, reflects the on-
tological difference between legal persons and autonomous 
software. Legal persons are held responsible for the actions 
initiated (and causally linked) by natural persons. The situa-
tion is different in the case of autonomous software, which 
actions are problematic not because of deeds of some natu-
ral person (e.g. user or creator). Those actions may be legal-
ly relevant per se, due to autonomous activity of the soft-
ware. Whilst legal persons and autonomous software resem-
bles each other as artificial human creations, the nature of 
its actions differs. In this manner the autonomous software 
seems more similar to natural beings than to artificial be-
ings. 
 
Second discrepancy I will examine concerns the area of pu-
nishing autonomous software. Hallevy claims, that punish-
ments applicable to natural persons are translatable not only 
to punishments for legal persons but also to punishments for 
autonomous software. In my opinion it once more neglects 
the ontological difference between legal persons and auto-
nomous software. Assuming that the main rationale for pu-
nishing artificial beings is functional, the above-mentioned 
simple translation isn’t fully justified. Modification of the 
future activity of software (which is the aim of punishment 
within the functional framework) seems attainable by com-
pletely different means, than in the case of legal (as well as 
natural) persons. The software has a distinctive feature of 
being easily reprogrammable. This important difference 
isn’t though implicitly encompassed in the Hallevy’s model. 
 
The Hallevy’s model is a great starting point for investiga-
tion of the possible design of criminal responsibility of au-
tonomous software. However, in my opinion the simple and 
elegant solutions it provides aren’t always fully warranted 
due to fact, that they dismiss the important difference be-
tween legal persons and autonomous software. 
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Abstract: 

The greatest problem in modern legislature is the lack 

of foresight, and being enacted mostly in hindsight. 

There are several exceptions from this rule, such as 

UNCLOS of 1982, or Charter of Fundamental Rights 

of the European Union, yet still the technology is 

outpacing legislature, like in the field of Drones or 

selfdriving cars. This also happens in the field of 

artificial intelligence and autonomous robotics law.  

Currently no country or international organization 

recognizes the issue of autonomous robots, artificially 

intelligent learning systems or effects of a whole 

brain emulation. As far as academic research in legal 

theory goes, such works on possible legal recognition 

and capacity for AIs has been published by various 

scholars since 1980’s, with many approaches and 

mixed results.  

The development of more complex neural networks, 

deep learning systems, cognitive simulation, logical 

evaluation programs, is gaining pace with more 

investments form private investors, and governmental 

or international scientific programs. 

There are grave concerns about the legal capcity of an 

automous system and unit. Most prior concerns were 

based on the lethality of and possible criminal activity 

conducted by such system. Most current concerns 

revolve around the issues of privacy, transparency, 

accountability and dual use. The issue of the 

distribution of rights and responsibilities in a legal 

environment, where the diffusion of responsibility 

and liability occurs between human and non-human 

actors, especially when employing the industrial or 

machine internet or if the programming is the work of 

several unrelated entities.  

Similarly, the introduction of legal autonomy and 

partial legal capacity might create possibilities in 

order to bypass the law, whilst the owner or the 

contractor to the unit might try to cover behind a 

substitution principle, granting the legal autonomy, 

capacity and liability to the unit, therefore dodging 

the any civil or criminal liability for the actions 

performed by the AI or robotic unit.  

Additionally, one must recall that autonomy in 

decision making and activities such as recognition 

and route planning, doesn’t involve legal reasoning. It 

is more difficult to teach an AI system or an 

autonomous robot the legal code, than to code certain 

behaviors into it’s programming. Otherwise the rules 

to which the units must abide might be causing errors, 

resulting in damage to property or loss of lives. 

However, the increasing number of AI entities in the 

fields such as auditing, judicial system, accounting or 

strategical decision making might not actually 

eliminate humans from the workforce, but keep them 

in a supervisory role, as being in charge of the 

transparency and accountability of the AI agents. 

On the other hand not all approaches to AI and robot 

autonomy are based on man-made algorithms or 

machine learning. There are a lot of theoretical as 

well as scientific approaches in order to create a  

biomimetic “bionic” intelligence. While the whole 

brain emulation is still the domain of future studies 

and science fiction, there had been several 

experiments following the path to create a  full  real 

time simulated nervous system, in order to study it’s 

behavior, interactions with the environment, and in 

the longer perspective to be the basis for creating 

novel neurocognitive treatments for severe medical 

conditions,  

Furthermore, the emulation of a roundworms neural 

system into a running software for an experimental 

robotic body should be seen as a next step on the path 

to digitally preserving a human brain. While an 

uploaded brain of a canine might create more ethical 

than legal concerns, the legal aspects of emulating a 

human being into a form of a software might lead to 

either fulfillment of a transhumanist dream, or an 

incarnation of a cyberpunk nightmare. In the latter 

scenario, the lack of legal recognition for one’s 

humanity, after the emulation process, may lead to the 

objectification of a former person. This may lead to 

instances of forcing one to transfer one’s rights to 

another party, in exchange for the vague promise of 

being allowed to live free from any harmful 

interference, as copyright protected data, not an actual 

human being. Thus the two topics, the intelligent 

artificial agents and digimmortalized human beings, 

join in the case of exploitation of intelligent persons, 

that are void of any rights and protection, by current 

legislature. That is the legal split between the 

libertarian extropian transhumanism, and the 

technoprogressive movement, for the latter would be 



less eager to treat AIs, autonomous robotic persons or 

hiveminds equals, rather using them as slaves to 

benefit humanity, by freeing it from the burden of 

labour. 

 

 The paper will look into several cases of pros and 

cons, of AI personhood and Digimmortalized rights, 

taking into consideration the problems of physical 

and virtual abuse, criminal law, commerce law, the 

loopholes in the US maritime law, privacy, 

surveillance. It will also look further in problems of 

applying the broadened catalogue of persons into the 

law as well as several compromise models. 

  

Keywords: Artificial Intelligence, Law, Whole Brain 

Emulation, Personhood, Digimmortalization 
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This article addresses the question: how to ensure that 

artificial agents act in accordance with the law? It is 

concerned with the incentive design and the form of the 

law, not its substance. It is argued that in order for artificial 

agents to act lawfully, they need to have a legal 

(normative) component in their source code. This requires 

both adequate legal incentives for the artificial agents’ 

developers/operators to include such a component, as well 

as transformations in the form of law and legal databases, 

to make legal norms understandable by the machines. 

On the factual level, two basic observations should be 

made. Firstly, artificial agents (AAs), i.e. both software 

agents and robots, Chopra and White (2011.), currently 

undertake actions traditionally performed by human beings 

(buying, selling, processing data, taking decisions etc.); 

and these actions are not legally neutral, i.e. it is 

conceivable that artificial agents infringe the law while 

undertaking them, Pagallo (2013.), Hallevy (2013.). 

Secondly, the law has traditionally been, and still is, 

designed assuming that the entities whose behavior it 

regulates are human beings, capable of knowing the law 

and making a decision of whether to follow it. Artificial 

agents, on the other hands, will have these capabilities only 

if they are designed with such an ability. Proposals on how 

to convince the developers to do so and to how facilitate 

this process make up the contribution of this paper. 

Theoretical and Regulatory Challenges 

The emergence of artificial agents, on the most general 

level, gave rise to two classes of legal challenges: 

theoretical and regulatory. The former, concerned with 

understanding, could be summed up with the question: is 

the existing conceptual legal framework adequate to talk 

about artificial agents, and if not, how should it be 

amended? The latter, functional in nature, could be 

summed up with the question: is any regulation on the side 

of law necessary, and if yes, how to regulate? As in many 

other parts of the law and new technologies scholarship, 

many legal authors tend to rush to the regulatory sphere. 

However, any regulatory claim is necessarily based on 

some, often implicit, (mis)understanding. For that reason, 

if the prescriptive regulatory claims are to be operable, 

theory should be right in the first place.  

The theoretical challenge is therefore addressed first. On 

the meta level, the functions of legal concepts are 

explained (referring to the reality, convening information 

about law’s factual assumptions and the content of norms, 

Sartor (2009a.)), the origin of their meaning addressed, the 

potential dangers of ‘stretching’ the concepts enumerated, 

and a method of creating new ones proposed, Palka 

(2016.). On the substantive level, available legal concepts, 

together with the scholarly contributions endorsing them, 

are critically surveyed.  

The regulatory challenge is addressed based on 

examples from three fields of law: personal data 

protection, unfair commercial practices (advertising) and 

discrimination in access to goods and services. 

The Extreme Views: Mere Tools vs. Persons 

Two extreme views are present in the legal literature: the 

‘personalization’ approach and the ‘mere tools’ approach. 

According to the former, artificial agents either meet or, 

more often, potentially could meet conditions to be treated 

as autonomous subjects of rights and obligations and 

could/should be granted the status of legal persons, Solum 

(1992.). According to the latter, artificial agents are tools 

like any other, and the role of law should be to clarify the 

liability rules for artificial agents’ actions, Sartor (2009b.). 

The author of this article finds both approaches 

suboptimal, though for diverging reasons. 

 The ‘personalization’ approach is often based on 

confusion about both the characteristics of artificial agents, 

and the content of the legal concept of a person. 

Additionally, it does not propose any operable solutions to 

the problem of artificial agents’ potentially infringing the 

law.  

The ‘mere tools’ approach, on the other hand, is a 

necessary first step – liability rules should be clear – but 

proves insufficient. It is based either on the assumption that 

clarifying liability rules is enough to ensure that artificial 



agents’ developers and/or users will take necessary steps to 

ensure that AAs actions conform with the law; or on the 

assumption that the role of law is to punish those who 

infringe it, instead of ensuring that it is not being infringed 

in the first place.  

This article argues that the first assumption (factual) is 

not true, while the second assumption (axiological) is 

undesirable. Instead, it is argued, the regulation should also 

concentrate on the design of AAs, in order to ensure that 

they are designed in a way that prevents them from 

breaking the law.  

The article consists of four sections.  

Section One: Where Are We? In Facts and in 

Books 

This section provides a brief overview of the 

characteristics of artificial agents, their categorization 

(primarily autonomous and automatic ones), the roles they 

already play in socio-economic life, and the legal problems 

that their actions give rise to.  It also surveys the state of 

the art in the legal literature.   

Section Two: Why Exactly Personification of 

Artificial Agents Does Not Solve Any Problem? 

This section takes up the question: could/should artificial 

agents be granted the status of legal persons? Even though, 

according to the author, the negative answer is quite 

straightforward, there is a value in explaining why exactly 

this is so. In order to answer this question, the legal 

concept of a ‘person’ is reconstructed from the statutory 

and the doctrinal legal discourses and compared with the 

characteristics of AAs. The concept is reconstructed on the 

rules level (persons maximize utility, can err, are driven by 

emotions etc.) and on the meta-level (persons can know 

what the law is, are capable of applying the law to a given 

factual situation and taking a moral decision on whether to 

follow or infringe it). 

The reconstruction of this concept, especially on the 

meta-level, proves helpful in explaining how the form of 

the law needs to be changed in order to ensure the AAs’ 

action conformity with the law. 

Section Three: Why Ex-Post Policing of AAs’ 

Actions Proves Insufficient 

This section addresses the question: is clarifying the rules 

on liability for AA’s action sufficient to guarantee that 

their developers/operators take all the necessary steps to 

ensure that AAs act in accordance with the law? The 

negative answer is given, based both on the empirical data, 

Sweeney (2013.), and on the law and economics analysis 

of potential costs and benefits of (non-)ensuring. It is 

argued that currently, due to a very low level of detection 

of law infringement by AAs, and in consequence very low 

level of enforcement, the cost of ensuring the AAs are law-

abiding by design exceeds the cost of not doing so.  

Section Four: Towards ‘Law-abiding by Design’ 

Artificial Agents 

In this section it is argued that, given the characteristics of 

the artificial agents, their regulation should be a mix of ex 

post policing (as in the ‘mere tools’ approach) with the ex-

ante regulation. The latter would require AAs 

developers/users to ‘code in’ normative components in to 

the AAs code, sanctioning a lack of doing so even if AAs 

do not infringe the law; as well as their registration. This, 

however, should be facilitated by the regulators effort to 

create legal texts and legal databases in forms 

understandable by machines.  The types of challenges one 

faces while trying to formalize the law are described 

(stemming both from the vagueness of legal concepts and 

the nature of legal reasoning), in order to provide an 

insight into the legal part of the puzzle for the engineers.  

Conclusions 

The paper concludes that, on the theoretical level, none 

of the available legal concepts fits well when used to refer 

to artificial agents, a new one is needed, and suggest a 

possible one. On the regulatory level, supplementing the 

ex-post policing with ex-ante regulation of the artificial 

agents’ design is necessary. Questions left open, as well as 

suggestions for further research, especially 

interdisciplinary cooperation between lawyers and 

engineers, are enumerated. 
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Abstract

We ponder on the teachings of human moral evolution
studies for machine ethics.
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Teachings
Added dependency on cooperation makes it more competi-
tive to cooperate well. Thus, it is advantageous to invest on
shared morals in order to attract partners who will partake of
mutual and balanced advantages.

This evolutionary hypothesis inspired by mutualism (Bau-
mard 2010)—itself a form of contractualism (Ashford and
Mulgan 2012)—contrasts with a number of naturalist theo-
ries of morality, which make short shrift of the importance of
cognition for cooperation. For example, the theory of reci-
procity, in ignoring a wider cognitive capacity to choose and
attract one’s partners, forbids itself from explaining evolu-
tion on the basis of a cooperation market.

Indeed, when assigning all importance to population evo-
lutionary mechanisms, naturalist theories tend to forget the
evolution of cognition in individuals. Such theories habitu-
ally start off from evolutionary mechanisms for understand-
ing the specificity of human morals: punishment (Boyd and
Richerson 1992; Sober and Wilson 1998), culture (Hen-
rich and Boyd 2001; Sober and Wilson 1998), political al-
liances (Boehm 1999; Erdal et al. 1994). According to Bau-
mard’s hypothesis, morality does not emerge because hu-
mans avail themselves of new means for punishing free-
riders or for recompensing cooperators, but simply because
mutual help—and hence the need to find partners—becomes
much more important.

In summary, it’s the development of cooperation that in-
duces the emergence of morals, and not the stabilization of
morals (via punishment or culture) that promotes the devel-
opment of cooperation.

Experimental results are in line with the hypothesis that
the perfecting of human intuitive psychology is responsible
for the emergence of morality, on the basis of an improved
understanding of the mental states of others. This permits
to communicate, not just to coordinate with them, and thus

extend the domain cooperation, thereby leading to a disposi-
tion toward moral behaviors. For a systematic and thorough
account of research into the evolutionary origins of morality,
see (Krebs 2011; Bowles and Gintis 2011).

At the end of the day, one may consider three theories
bearing on three different aspects of morality: the evalua-
tion of interests for utilitarianism, the proper balance of in-
terests for mutualism, and the discharging of obligations for
the virtues principled.

A naturalistic approach to moral sense does not make the
psychological level disappear to the benefit of the evolution-
ary one. To each its explanation level: psychology accounts
for the workings of the moral sense; sociology, for the social
context that activates it; and a cupola theory, for the evolu-
tion of causes that occasioned it (Sperber 1997). Moral ca-
pability is therefore a “mechanism” amongst others (Elster
1998), as are the concern for reputation, the weakness of the
will, the power to reason, etc.

An approach that is at once naturalist and mutualist al-
lows escape from these apparently opposite viewpoints: the
psychological and the societal. At the level of psychological
motivations, moral behavior does neither stem from egotism
nor altruism. To the contrary, it aims at the mutual respect
for everyone’s attending interests. And, simultaneously, it
obeys the logic of equity. At the evolutionary level, moral
behavior is not contradictory with egotism because, in hu-
man society, it is often in our own interest to respect the
interests of others. Through moral motivations, we avail
ourselves of a means to reconcile the diverse individual in-
terests. Morality vies precisely at harmonizing individual
interest with the need to associate, and profit from coopera-
tion, by adopting a logic of fairness.

The mutualist solution is not new. Contractualist philoso-
phers have upheld it for some time. Notably, they have fur-
nished detailed descriptions of our moral capacity (Thom-
son 1971; Rawls 1971). However, they never were able to
explain why humans are enabled with that particular capac-
ity: Why do our judgments seek equity? Why do we behave
morally at all?

Without an explanation, the mutualist theory seems im-
probable: Why behave we as if an actual contract had been
committed to, when in all evidence one was not?

Past and ongoing evolutionary studies, intertwining and
bridging cognitive and population aspects, and both becom-



ing supported on computational simulations, will help us
find answers to that. In the process, rethinking machine
ethics and its implementations.

According to (Boehm 2012), conscience and morality
evolved, in the biological sense. Conscience evolved for
reasons having to do with environments humans had to cope
with prehistorically, and their growing ability to use group
punishment to better their social and subsistence lives and
create more equalized societies. His general evolutionary
hypothesis is that morality began with having a conscience
and that conscience evolution began with systematic but ini-
tially non-moralistic social control by groups.

This entailed punishment of individual “deviants” by
bands of well-armed large-game hunters, and, like the en-
suing preaching in favor of generosity, such punishment
amounted to “social selection”, since the social preferences
of members and of groups as a whole had systematic effects
on gene pools.

This punitive side of social selection adumbrates an im-
mediate kind of “purpose”, of large-brained humans actively
and insightfully seeking positive social goals or avoiding so-
cial disasters arising out of conflict. No surprise the genetic
consequences, even if unintended, move towards fewer ten-
dencies for social predation and more towards social coop-
eration. Hence, group punishment can improve the quality
of social life, and over the generations gradually shape the
genotype in a similar direction.

Boehm’s idea is that prehistoric humans made use of so-
cial control intensively, so that individuals who were bet-
ter at inhibiting their own antisocial tendencies, by fear of
punishment or by absorbing and identifying with group’s
rules, garnered a superior fitness. In learning to internalize
rules, humankind acquired a conscience. At the beginning
this stemmed from punitive social selection, having also the
strong effect of suppressing free riders. A newly moralis-
tic type of free-rider suppression helped evolve a remark-
able capacity for extra-familial social generosity. That con-
science gave us a primitive sense of right and wrong, which
evolved the remarkable “empathy” which we are infused
with today. It is a conscience that seems to be as much
a Machiavellian risk calculator as a moral force that max-
imizes prosocial behavior, with others’ interests and equity
in mind, and minimizes deviance too. It is clear that “bi-
ology” and “culture” work together to render us adaptively
moral.

Boehm believes the issue of selfish free riders requires
further critical thought, and that selfish intimidators are a se-
riously neglected type of free rider. There has been too much
of a single-minded focus on cheating dominating free rider
theorizing. In fact, he ascertains us the more potent free rid-
ers have been alpha-type bullies, who simply take what they
want. It is here his work on the evolution of hunter-gatherer
egalitarianism enters, namely with its emphasis on the ac-
tive and potentially quite violent policing of alpha-male so-
cial predators by their own band-level communities. Though
there’s a large literature on cheaters and their detection, free-
rider suppression in regard to bullies has not been taken into
account so far in the mathematical models that study altru-
ism.

“For moral evolution to have been set in motion,” Boehm
(Boehm 2012) goes on, “more was needed than a preexist-
ing capacity for cultural transmission. It would have helped
if there were already in place a good capacity to strategize
about social behavior and to calculate how to act appropri-
ately in social situations.”

In humans, the individual understanding that there exists
a self in relation to others makes possible participation in
moral communities. Mere self-recognition is not sufficient
for a moral being with fully developed conscience, but a
sense of self is a necessary first step useful in gauging the
reactions of others to one’s behavior and to understand their
intentions. And it is especially important to realize that one
can become the center of attention of a hostile group, if one’s
actions offend seriously its moral sensibilities. The capacity
to take on the perspective of others underlies not just the
ability of individuals in communities to modify their behav-
ior and follow group imposed rules, but it also permits peo-
ple acting as groups to predict and cope insightfully with the
behavior of “deviants.”

Social selection reduced innate dispositions to bully or
cheat, and kept our conscience in place by self-inhibiting
antisocial behavior. A conscience delivers us a social mirror
image. A substandard conscience may generate a substan-
dard reputation and active punishment too. A conscience
supplies not just inhibitions, but serves as an early warning
system that helps prudent individuals from being sanctioned.

Boehm (Boehm 2012) wraps up: “When we bring in
the conscience as a highly sophisticated means of channel-
ing behavioral tendencies so that they are expressed effi-
ciently in terms of fitness, scenarios change radically. From
within the human psyche an evolutionary conscience pro-
vided the needed self-restraint, while externally it was group
sanctioning that largely took care of the dominators and
cheaters. Over time, human individuals with strong free-
riding tendencies—but who exercised really efficient self-
control—would not have lost fitness because these preda-
tory tendencies were so well inhibited. And if they ex-
pressed their aggression in socially acceptable ways, this in
fact would have aided their fitness. That is why both free-
riding genes and altruistic genes could have remained well
represented and coexisting in the same gene pool.”

Conclusions

For sure, we conclude, evolutionary biology and anthro-
pology, like the cognitive sciences too (Hauser 2007; Gaz-
zaniga 2006; Churchland 2011; Greene 2013; Tomasello
2014), have much to offer in view of rethinking machine
ethics, evolutionary game theory simulations of computa-
tional morality, and functionalism to the rescue (Pereira
2016).
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Introduction 

Human decision-making is often flawed. Some reasons for 

that lie outside of the human reach (e.g. limited perceptual 

abilities and the partial observability of the environment), 

while others lie in the ways in which the human brain makes 

decisions (see e.g. Kahneman, 2011; Ariely, 2008). Ma-

chines (to use a very general term to encompass intelligent 

robots, software agents, etc.) may sometimes remedy the 

causes for the slips in human decision-making, and we al-

ready know several of such aids, but new ones are being de-

veloped as we speak. We wish to explore the ways in which 

machines can effectively help or even replace humans in 

making better decisions and the dilemmas behind such as-

sistance.  

 
Rule-based decision modelling  

We may view the complexity of decisions as a continuum 

with simpler decisions on the one side and the most complex 

on the other with a wide range of in-between decisions. The 

easier task is to begin with simple decisions. What we be-

lieve is typical of them is that the issue they are addressing 

is well-defined, and the problem with the decision-making 

does not commonly stem from a human limitation in cogni-

tion, but rather in either a human limitation in perception or 

the environment. We can draw examples for such decisions 

from the realm of sports: in football the goal-line technology 

allows us to reliably determine whether the ball has passed 

the goal-line or not, something which can in certain situa-

tions be hard to see for the referees. Hawk-eye technology 

plays a similar role in tennis. Assisting or even replacing the 

human element of decision-making in such instances is quite 

simple and straightforward, albeit the technology behind it 

can be very complex. The basic approach would be rule-

based: the idea is to develop a system with built in clear rules 

that determine what decision to make when certain precon-

ditions are met.  

There can hardly be any disagreement as to whether such a 

sensor system can assess whether the ball passed the line 

better than a human. Much doubt about their use may be 

mistaken – such systems typically undergo rigorous testing 

                                                
1 http://beauty.ai/ 

and are not rolled out until their fail-rate is much lower than 

the human fail-rate, first in parallel to human decision-mak-

ers, later on on their own. Given the high reliability and po-

tential employability of such systems, it may seem surpris-

ing they are not used more often. However, to return to the 

example of sports, when deciding whether to use such a sys-

tem, one needs to consider its benefits as well as its costs in 

terms of finance and in terms of disrupting the nature of the 

game. There are some voicing the complaint that, albeit im-

proving the accuracy and even fairness of the decision, such 

assistance ‘kills’ the game – in other words – takes out the 

human element of the game, which contributes to the game 

being more interesting and more unpredictable.  

 
Data-driven decision modelling 

When decisions climb the complexity continuum, the issues 

get more tangled as well. Complex decisions mean there are 

no straightforward answers; there is a large variety of factors 

to be considered prior to making the decision, which are typ-

ically difficult to identify and elaborate, while their influ-

ences on the decision are interconnected and very difficult 

to measure. More and more attempts at creating machines 

that would assist humans in making such decisions have 

been rolled out in recent years. There are, for example, AI 

systems working at replacing juries in beauty contests,1 al-

gorithms replacing human editors in promoting content in 

social media (Fairfield & Shtein, 2014), advertising algo-

rithms (Datta et al. 2015), and projects aimed at improving 

certain decisions in the criminal justice setting (e.g. releas-

ing defendants on bail, sentencing – Bennet Moses & Chan, 

2015). 

The question whether it is feasible to construct a machine 

that could assist and improve human decision-making in 

such instances, is less straightforward than earlier. It seems 

possible, but it is much more difficult. The problem with the 

rule-based approach in such cases is that on the one hand, 

rules are not always easy to determine and often vague, and 

on the other hand, determining whether the rules apply in 

specific situations may sometimes be a very difficult task.  



Hence, a different approach is needed to address complex 

decisions. One very tempting option is to use machine learn-

ing, the research field that has made tremendous progress in 

recent years utilising the notion that algorithms can learn 

from and make predictions on data. Rather than explicitly 

program the rules to be followed in the decision making pro-

cess, such an algorithm is given a number of example inputs 

that are used to build a model, which is later on used for 

making data-driven predictions or decisions. This might 

seem a more promising option, since it can tackle signifi-

cantly more complex problems; the user does not have to 

describe the problem by explicitly determining the rules to 

follow; she only has to provide the training samples. How-

ever, two very important issues arise related to this. The set 

of training samples should be diverse and large enough to 

build a reliable model that can generalize well beyond the 

training samples. By increasing the complexity of the prob-

lem, the number of different factors (features, attributes) that 

has to be taken into account increases significantly, which, 

in turn, requires a huge number of training samples; a prob-

lem known as the curse of dimensionality. The other prob-

lem is that the goal of machine learning is to model the given 

data as well as possible while still allowing a certain level 

of generalisation (Kononenko & Kukar, 2007); it will there-

fore produce models that make decisions similar to those 

that occurred in the past, thus perpetuating the status quo 

without ever questioning it. 

While building such a machine is an immensely complex 

task, it does seem feasible. However, this still does not de-

termine whether we should build and utilise it. The two 

questions are more connected than it may appear – if we 

were able to address the problematic issues in advance and 

answer them with building in appropriate safeguards, the 

‘should’ question might be less permeable than it appears 

(Kuipers, 2016).  

The important issues we need to discuss tie in with both the 

technological backstage of machine decision-making as 

well as the human part. Albeit promising in many aspects, 

none of the previously mentioned complex AI systems seem 

to be working terribly well and the main problem seems to 

be perpetuating existing bias (beauty: white,2 reporting: rub-

bish,3 jobs: men,4 crime: blacks5). One of the problems may 

be that explaining complex human decisions and dissecting 

them into the multitude of contributing factors seems to be 

an extremely challenging and sometimes even impossible 

task.  

However, it could also be a consequence of machine learn-

ing with a too small or skewed data set. More importantly, 

it could be a consequence of the mere fact that the decisions 

                                                
2 https://www.theguardian.com/technology/2016/sep/08/artificial-intelli-

gence-beauty-contest-doesnt-like-black-people?CMP=fb_gu 
3 https://www.theguardian.com/technology/2016/aug/29/facebook-fires-

trending-topics-team-algorithm 

humans make are not always the decisions we like to think 

we are making. In this case, the AI system is built and func-

tioning technically correctly, however it is perpetuating the 

problematic decisions made by human decision-makers thus 

producing unwanted results on an even larger scale (O’Neil, 

2016).  

 
Conclusion 

An important contribution of such AI systems is that they 

may pose a mirror to human decision-makers by reproduc-

ing their decisions. On the one hand, the decisions them-

selves can reflect the bias conducive to them thus explicitly 

showing the implicit reasons behind them. An even better 

option would be if such systems were able to explain how 

the bias influences final decisions. By doing so society is 

given an opportunity to reassess its priorities and principles 

upon which it makes decisions. Moreover, explainability is 

a highly desirable feature of AI decision-making systems for 

other reasons as well – for example, when humans are able 

to understand the causes behind the AI produced decisions, 

they are more likely to accept them, trust them and reflect 

on them. 

Changing the pattern of flawed decision-making should 

however not be limited to only human decision-making. If 

we wish to build worthwhile AI systems that do not propa-

gate such flawed decision-making, they should be able to 

adapt according to new evidence and evolve according to 

emerging new paradigms that are articulated by human de-

cision-makers. In order to achieve that we need to build a 

system that is able to combine rule-based and data-driven 

modelling of the decision-making process. This allows for 

explicit rules set by humans to prevent and overrule unde-

sired decisions that are a result of past flawed human deci-

sion-making or wrongly learnt from available data. The ad-

aptations such systems must allow for need to be close to 

immediate even in the case of machine learning, despite the 

fact that it usually needs large sets of training samples to 

steer the learnt models in a new direction. However, several 

concepts in machine learning such as one- and zero-shot 

learning, knowledge-transfer etc. promise a faster process of 

model adaptation and should thus be considered when build-

ing complex AI decision-making systems. 

Human decision-making is extremely complex and still 

largely unexplained. When designing AI systems we need 

to consider that and leave room for complementing them 

with new paradigms that are bound to emerge, thus enabling 

AI systems to serve as reliable and trustworthy aids to hu-

man decision-making. 

4 http://www.cmu.edu/news/stories/archives/2015/july/online-ads-rese-

arch.html 
5 https://www.theguardian.com/commentisfree/2016/jun/26/algorithms-ra-

cial-bias-offenders-florida 
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What does it mean for a machine or, more generally an ar-
tificial life form, to be a full moral agent? In recent years,

more and more authors have aimed to define requirements
for  artificial  moral  agents  (AMAs),  and  to  identify  the

challenges and problems posed by various forms of artifi-
cial  morality  (see  e.g.  Allen  et  al.  2000,  Floridi  and

Sanders 2004, Stahl 2004, Grau 2006, Anderson and An-
derson 2007, Powers 2011, Russell et al. 2015). One defi-

nition of the central aim of machine ethics seems particu-
larly interesting to me – the claim that “the ultimate objec-

tive  for  building an  AMA should be  to  build a  morally
praiseworthy agent.” (Allen et al. 2000).

This paper outlines what I believe to be plausible require-
ments  for  a  hypothetical  AMA with  the  potential  to  be

morally praiseworthy. I will start by adopting the distinc-
tion between mere carriers of information and agents that

hold beliefs, and the resulting conclusion that only the lat-
ter can be moral patients, i. e. entities towards whom we

can have some sort of moral obligation (Anderson 2013).
Contemporary moral patients falling into this category are

higher animals of various kinds, but it is not hard to imag-
ine artificial entities that at some point might also acquire

the  capacity  to  hold  beliefs  about  the  world  or  at  least
about their perceptions thereof. 

Building on this  distinction,  I  want to suggest  that  fully
moral artificial agents resemble moral patients insofar that

they hold beliefs about the world and/or about their inter-
nal representation of it. Furthermore, they would also need

to have a capacity for reflection about these beliefs. This
kind of reflection can be seen as the distinctive feature of

moral agents in contrast to moral patients. It allows them to
autonomously endorse particular beliefs which they hold as

normative  and  therefore  action-guiding  (Frankfurt  1971,
Korsgaard 1996). If we accept this as a definition of moral

agents, it seems that only machines or other kinds of syn-
thetic  lifeforms that  are  capable of reflection about  their

beliefs and the normative status of these beliefs are gen-
uinely  ethical  and  autonomous  agents  (see  e. g.

Moor 2006).

It might be not clear whether and how AMAs capable of

sufficiently complex meta-level reasoning could be gener-
ated, as they would also need e. g. a general phenomenal

consciousness in order to have reflective capacities about
their beliefs. As far as I know, the examples that we have

for this kind of AMAs are mainly restricted to fiction. 

If, however, AMAs that would qualify as full moral agents
existed and their capacity for moral agency could be accu-

rately described by the endorsement  model given above,
they would have to come with a feature that for many peo-

ple would rather count as a bug in their software – they
would come with the possibility of making moral errors. 

It  seems  unlikely,  although  not  impossible,  that  AMAs
would act immorally due to overriding selfish motivations

(see. e. g. Anderson and Anderson 2007).  Instead, the po-
tential of AMAs for moral errors would stem from the fact

that  ethical  principles  necessarily  under-determine  deci-
sions (see e. g. Baier 1985, O'Neill 1987). In situations that

provide hard cases of ethical questions or that are just sim-
ply novel  to  the  agent,  the  AMA would  have  to  reflect

about the moral beliefs it holds and justify its course of ac-
tion on the basis of this internal deliberation.

The outcome of this process could sometimes lead to im-
moral (or amoral) actions or consequences. Furthermore, it

could lead to failure to endorse the underlying moral rules
as  normatively  binding,  either  in  a  localized  context  or

even on a more systemic level – resulting in moral scepti-
cism  or  nihilism.  Both  results  should  be  understood  as

moral errors, and it seems to me that full AMAs with the
capacity to autonomously endorse moral principles or rules

must at  the same time be morally fallible AMAs in this
sense.

Two questions are the consequence of this line of thought.
They certainly cannot be answered in this paper, as they re-

quire more than just armchair philosophical considerations,
but would also (perhaps to a higher degree) involve the ex-

pertise of engineers and maybe lawyers. Yet, at least they
can be briefly outlined here.

First, if full AMAs were necessarily morally fallible, it be-
comes questionable whether they were desirable in the first

place. One of the main incentives in constructing machines
is that  they are more efficient  at  the tasks they are sup-

posed  to  do  than  humans.  Moreover,  there  seems to  be
prima facie no conceptual problem in having machines that

are able of fulfilling complex task without being capable of
autonomous moral reasoning, but which could instead act

according to a hard-wired set of ethical rules. These would
possibly be closer to legal codes than any moral systems

that are frequently discussed in moral philosophy.



It could however turn out that the capacity for fully autono-
mous moral deliberation occurs as a sort of emergent prop-

erty together with other highly developed capacities of au-
tonomous problem solving. It is also conceivable that intel-

ligent systems cannot be effectively programmed in a con-
ventional sense when they become more complex, and that

it is impossible for an ethically responsible team of soft-
ware engineers to make sure that every possible decision

the AI makes will be bound by predefined limitations. In-
stead, sufficiently complex systems might have to learn by

themselves  and  therefore  be  autonomous  in  organizing
their knowledge to at least some degree. Perhaps at some

point this must involve a capacity for self-reflection, or it
will lead to the development of this capacity in a chain of

autonomous adaptations to complex social  environments.
Next to the question of desirability, this scenario also leads

to the second question of whether and how such a develop-
ment could be prevented.
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Abstract 

A small but vocal community in AI and robotics is calling for the 

recognition of the rights of machines, even suggesting that robots 

are slaves because they are used as instruments. I want to suggest 

that these scholars logic only make sense when you accept the 

formulations of slavery as formulated by Aristotle in the Politics. 

Advocates of slavery confuse what it means to be a person or a 

thing, making persons into things (instruments) for exploitation, 

and things (robots and AI) into persons. While formal ideas of 

slavery have been abolished in Europe and North America, I want 

to suggest that the ideas presented by Aristotle are very much 

present in contemporary narratives of robotics and AI. I suggest 

what it at work is ‘property relations’ which encourages humans 

to think of themselves as property, to re-classify property (AI and 

robots) as types of persons.  

 Rights for Machines   
In the fields of AI and robotics, new narratives are arising 
that advocate the breakdown of distinctions between what 
is human and machine/person and thing. In the words of 
Tim Berners-Lee ‘In an extreme view, the world can be 
seen as only as connections, nothing else’ (cited in Rich-
ardson 2015, p. 1). Moreover, symmetries between humans 
and machines and persons and things occur because fun-
damentally they share no essentialist criteria, there is noth-
ing essentially different from being a person or a thing as 
Donna Haraway suggested in her essay A Cyborg Manifes-
to (2006). Recently, such positions have manifested in pa-
pers that advocate for a Rights discourse to be extended to 
artificial agents (Gunkle, 1994). In fashionable theories 
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that dominated some European academic departments in 
the late 1990s and 2000s such as actor-network theory 
(ANT) (Latour 2012) or transhumanism (Bostrom 2005) in 
different ways asserted the dissolution of distinctions be-
tween person and things. In the category of persons, I place 
human beings. In the category of things I include all hu-
man made artefacts. It is not possible for me to address the 
issue of animals in this paper, but to say that all living be-
ings have an existence outside of property and need to ad-
dressed differently. For now we are interested in how the 
humanmade category of property is used as way of relating 
to humans. Robots and AI are considered highly prized 
humanmade artefacts, because in making these objects, 
techno-scientists can mobilize a framework that is distinct 
from magic (Musial 2016) or animistic thinking (Richard-
son 2016*) to justify such claims, using science fiction 
often as the backdrop to explore what is on the horizon 
technologically. What I want to suggest is philosophies 
which advocate the breakdown of distinctions between 
persons and things are revised versions of arguments for 
slavery. I call these revised arguments property relations. 
Property relations express the outlook of property owners, 
those few individuals in the global economy that signifi-
cantly profit from sets of ideas that can be made use of to 
create new markets and new forms of exploitation. This 
has led to new alliances forming between academics in AI 
and robotics and Silicon Valley billionaires such as the 
Future of Humanity Institute (Oxford), the Centre for the 
Study of Existential Risk (Cambridge, UK) and the Future 
of Life Institute (US). In property relations, persons are 
things and things have the potential to become persons. 
Moreover, property relations is now entering a new phase 
of development, as human beings are encouraged to form 
relationships with property (robots and AI), and the person 
is encouraged to look upon the self (body, ideas, feelings, 
identity) as property. Rather than abolish slavery, these 
trends reveal the original idea of slavery, as advocated by 
Aristotle are present in contemporary narratives of robots                                                  



and AI as well as critical perspectives articulated by Hara-
way (2006) and actor network theory (Latour 2012).   
 
Slavery: Persons as Things 
In the Politics, Aristotle (1992) created a formal philosoph-
ical framework for the reduction of persons to things argu-
ing that slaves, women and children were different kinds of 
property of Man. In this paper, I will explore Aristotle’s 
points about slaves as tools and demonstrate how his ideas 
persist today in the fields of AI and Robotics. In the Poli-
tics, Aristotle created a framework for AI and robotics: 
1. Dissolution of distinction between persons and things 
‘Tools may be animate as well as inanimate…a slave is a 
sort of living piece of property’ (cited in Richardson 2016, 
p. 50).  
2. Non-empathetic relations 
‘So a slave is not only his master’s slave but belongs to 
him tout court, while the master is his slave’s master but 
does not belong to him’ (cited in Richardson 2016, p. 51). 
3. The animation of tools  
‘For suppose that every tool could perform its task either at 
our bidding or itself perceiving the need,…then master-
craftsmen would have no need of servants nor masters of 
slaves’ (cited in Richardson 2016, p.50). 
 
Advocates of robots rights and ending robot ‘slavery’ sug-
gest that these extensions of rights to artefacts come as a 
consequence of recognition of rights of slaves, people of 
colour, women and children, but on the contrary, this per-
spective, is inside the framework of pro-slavery. There was 
never a human need for slavery. There was never a need 
for Men to create systems of rule over another and relate to 
other men, women and children as property. Apologists for 
Aristotle suggest that slavery was a natural condition of 
society at the time. This is not the case. In the Politics, 
Aristotle makes one small reference to anti-slavery citizens 
writing ‘Others say that it is contrary to nature to rule as 
master over slave, because the distinction between slave 
and free one is one of convention only, and in nature there 
is no difference, so that this form of rule is based on force 
and is therefore not just’ (cited in Richardson 2016, p. 50).  
 
People are people and things are things 
Human rights discourses have developed in two distinct 
ways in the history of humanity. The first is to recognize 
that persons are not things, they are different from instru-
ments and tools and cannot be treated as such. The second 
is as means to prevent rebellions (Dworkin and MacKin-
non (1988). Inanimate tools (unlike like animate ones in 
the form of slaves) are easier to control, have fewer needs, 
wants and desires. An extreme form of the instrumentalisa-

tion of persons today is present in the prostitution industry. 
In the prostitution industry, women (the main product is 
women) are bought, sold, rented and traded. They are re-
lated to as things, and not persons. The buyers of these 
bodies for sex are allowed to relate to persons as instru-
ments. It should be no surprise then that advocates of sex 
robots (Levy and Loebner 2007) make analogies between 
dolls, robots, general consumerist behaviors and women in 
prostitution. The widespread use of female and children’s 
bodies as instruments (animate tools), and non-empathetic 
relational ontologies present in today’s prostitution indus-
try are carried over into sex robot narratives. I propose 
those who advocate on the rights of machines and encour-
age relationships with property (social robots, sex robots, 
companion robots, robot friends etc.,) should be seen as a 
disturbing consequence of property relations. 
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Abstract 

The presentation will embed the issue of artificial 
agents in a broader context, I will indicate ethical 
and legal problems of deploying Lethal 
Autonomous Weapons Systems (LAWS) on a 
battlefield. The International Relations and war 
theory will be also taken into consideration. 

 

The appearance of the Unmanned Combat 
Aerial Vehicles (UCAV) was a part of the process 
of withdrawing of armies of highly economically 
developed countries from the universe shared with 
the opponent. The logical consequence and at the 
same time a revolutionary change crowning this 
process would be including fully autonomous 
weapon systems in warfare. Using them on the 
battlefield will be, from the point of view of 
criminal and civil law, a challenge which is 
especially urgent in the context of assigning 
responsibility. As regards international 
humanitarian law, the problem will lie in ensuring 
respect for the principles of distinguishing between 
combatants and civilians as well as proportionality. 
The emergence of LAWS in military service will be 
the last stage in the centuries-old process of moving 
away dangers from one's own forces, and will be 
tantamount to dehumanising wars and soldiers 
fighting them. Together with the people, also 
constitutive elements of human nature, including, 
among others, responsibility, fear and bravery will 
also be removed from warfare. This may contribute 
to instrumentalising war, which will cease to have 
its human and, thus, ethical dimension, and will 
begin to be considered solely in terms of 
effectiveness and procedural efficiency. This could 
also mean the end of the world of values in which 
we have lived since the dawn of history, and the 
emergence of a completely new order, which is 
difficult to imagine today. 

The dehumanization of the way in which 
the so-called "Western" countries wage wars is 
currently a widely discussed matter in academic 
spheres. This phenomenon consists largely of two 
strongly interrelated processes. The first one was 
described in the mid nineties by Edward Luttwak as 
post-heroic warfare or de-heroisation of battlefield. 
The second aspect is the growing autonomy of the 
military equipment employed. Both are indirectly 

the result of age-old trend shaping the direction of 
the development of weapons, aiming at reducing 
risks associated with the conduct of military 
operations by increasing the distance from which 
the opponent is attacked. Today, thanks to the 
development of new technologies, one may observe 
the next stage of the process. In contrast to earlier 
phases, now we may be witnessing a change of a 
qualitative nature. The increase in distance of the 
fighting parties from the war theatre has grown so 
much that now one speaks of the phenomena 
described by Christopher Coker as "disconnecting" 
soldiers from the battlefield. Robert Sparrow aptly 
noted that we find ourselves in the process of not 
only moving away the risk from those conducting 
military operations, but also removing risk from 
such operations, which makes it increasingly more 
difficult to convince the public about the value of 
courage and sacrificing one's life in war. From this 
perspective, the idea of bestowing armed machines 
with autonomy is a consequence and the 
culmination of the process of moving away from 
the opponent, leading to complete dehumanization 
of the battlefield. Of course, in this context, the 
fundamental objections are raised by the possibility 
transferring decisions regarding human to life to 
LAWS. 
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Abstract 

This short paper sketches a bigger project which explores the 

impact that the research in machine ethics had on the practice of 

using and cohabitating with autonomous systems, as well as 

concerns regarding their design. The overall message is that despite 

the booming of the field (at least in the last 15 years) and at least 

30 years of research, we are far from coming up with intelligent 

machines equipped with a moral compass. The bigger project 

mentioned above will try to identify the main reasons why the 

research in machine ethics seems to have had none or minimal 

impact on the actual autonomous systems, as well as suggest  ways 

for moving on. 
 

 Theory vs Practice   

“Mercedes, Google, Volvo To Accept Liability When Their 

Autonomous Cars Screw Up”, (Ballaban, 2015). This is a 

title which, among many others along the similar lines, 

appeared in the press about a year ago, in Fall 2015. With a 

simple (?) declaration these industry leaders, in essence, 

solved in a pragmatic way, the “liability issue” so often 

discussed in the machine ethics (and in particular, 

autonomous cars) research. In a way, this summarizes the 

main message of this short paper which, in a nutshell, is that 

the solutions to most of the issues raised in the literature will 

be solved in an evolutionary way, based on precedencies, 

which will follow the inevitable penetration of autonomous 

machines in every sphere of our lives. This democratization 

of technology will face us with unanticipated situations and 

the legislation will slowly follow. An example of such un 

anticipated problem was that silent electric cars represent a 

serious problem for inattentive pedestrians. Just recently 

(November 2016) the US National Highway Traffic Safety 

Administration (NHTSA) has announced a rulw which will 

require electric vehicles to make noise at low speeds. The 

rule is aimed to prevent accidents by warning pedestrians, 

especially those with visual impairments 

(http://www.rt.com/366998-electric-cars-noise-ruling)   

                                                 

 

The appearance of self-driving cars was by no account 

sudden. It was an evolutionary process where humans began 

to gradually leave more and more functions to the car itself 

(from ignition, to switching gears, to limiting the speed 

below the legal threshold, to locking and self-parking…).  

Brian Ladd in his book “Autophobia” (2008) gives a 

fascinating account of the history of cars (inventions, public 

acceptance, legislations…). 

 Now, when we are at the last frontier, giving the car the 

power for full navigation control, even in urban 

environments, there is definitely a qualitative change. We 

are understandably concerned whether such a car will 

always (or, at least, in most cases) make the “right” decision 

in every specific situation. Many, even quite recent articles 

(e.g. Goodal, 2014) immediately start with the liability and 

ethical decisions issues: 

“The first problem is liability, as it is currently unclear 

who would be at fault if a vehicle crashed while self-

driving. The second problem is the ability of an 

automated vehicle to make ethically-complex 

decisions when driving, particularly prior to a crash.” 

(Goodal, 2014) 

Throughout the paper though, the liability issue is barely 

mentioned, and instead the author tries to give answers to 

possible objections about the utility of research in machine 

ethics (in the case of self-driving cars). In the continuation, 

he gives potential framework for continuing the research in 

the domain: from Kantian ethics, to utilitarianism, to 

Smithianism, commenting on potential issues with each of 

those. Towards the end, the author also gives a few 

examples of rare cases of actually implemented “ethics 

modules”.   

 I want to argue that we have been gradually outsourcing 

decision making (even decisions with potential high risk 

ethical consequences) to technology. Much along the lines 

Andy Clark argues in “Natural Born Cyborgs” (1999), we, 

human beings (or better: the human minds) are 

opportunistic. Take the humble alarm clock which can be 

very simple or quite complex (e.g. an app on a smart phone) 

which has certain autonomy though it’s restricted in its 

 

http://www.rt.com/366998-electric-cars-noise-ruling)


possible actions: if functioning properly it will wake you up 

us at the desired time. Now, we can certainly imagine a 

scenario where something goes wrong and the alarm doesn’t 

ring in the morning. Depending on who you are and what 

you were supposed to do that morning, the damage can be 

considerable. Is there a case to be made here about the 

liability of the alarm or the company who made it? Moving 

on towards a slightly more complex but equally ubiquitous 

gadget: GPS or the car navigation systems. We let ourselves 

be guided by these routinely without giving it much thought. 

Certainly, sometimes we can state preferences for certain 

routes but this does not prevent the GPS to still suggest 

alternative routes. It has definitely certain autonomy. Many 

factors go into its decisions. The software is usually 

proprietary and a black box for the user. Given the choice of 

two alternate highway routes from A to B, how can we be 

sure that the GPS navigator manufacturer has not struck a 

deal with a company which has gas stations, hotels, or 

restaurants on along the highway of one of the alternative 

routes, that a route which is preferable for the said company 

would be the first suggestion? This and related questions 

may appear meta-ethical but with the increasing complexity 

of the technology the frontiers between ethics and meta—

ethics will become even more blurred.    

 Elsewhere (Kinne&Stojanov, 2016) we have discussed 

some of the issues arising with the appearance of the 

autonomous lethal weapons. Among our (pragmatic) 

suggestions there was the transparency: if ever machines 

become better in distinguishing legitimate targets from 

noncombatants, whatever “ethical module” guides these 

weapons, it is an imperative that the module should be 

absolutely transparent for potential investigations which 

may occur afterwards. 

 I want to mention also here the sheer intractability of the 

problem of making the “right ethical decision” by 

comparing it to contextual object/scene recognition in AI. 

We are yet far from perfect (or even acceptable) object 

recognition: a simple apple can be described as “apple” or 

“Granny Smith” or “fruit” etc. depending on situational cues 

and humans excel in this. Machines are not even close. The 

existence of philosophical moral and ethical theories may 

give a false initial hope that it might be relatively easy to 

translate them into working guiding “ethics modules” but 

the practice has shown otherwise. 

 Moving on to another domain: using robots in elderly (or 

otherwise incapacitated) humans. In their long article, 

Sharkey (2010) puts forward the main ethical concerns in 

the domain: 

“There are two main ethical concerns about the use of 

assistive robot care for the elderly and its effects on 

their welfare – first that it might reduce the amount of 

human contact that the elderly have, and second that if 

used insensitively, it could increase senior citizens’ 

feeling of objectification and a lack of control over 

their lives.” (Sharkey, 2010) 

 

 

These are obviously legitimate concerns, but one can argue 

that introducing robots in this milieu is far from being the 

major cause for these problems. On the contrary, taking the 

example of the PARO robot designed to increase the quality 

of life among elderly, appears to serve the purpose. Rigorous 

scientific evaluation of the potential benefits have started to 

appear and below is a quote from a pilot study, done as a 

preparation for a much larger assessment project (Yu et al. 

2015):  

 

“The analysis showed that the frequency of neutral 

expressions during the six 30-minute sessions was high 

(mean observed frequency of the six sessions was 27 

minutes out of 30 minutes), followed by smile (13 

minutes out of 30 minutes), and laugh (9 minutes out 

of 30 minutes). Furthermore, all subjects gently stroked 

or held PARO during the interaction, and talked 

directly with PARO in a dyadic relation as if it was a 

real living pet. In addition, there was a positive trend in 

depressive symptoms, as evaluated by CSDD (P=.03) 

and a falling trend in caregiver burden, as evaluated by 

ZBI (P=.02) immediately following the PARO 

therapy.” 

 

There is an estimate of about 1300 sold in Japan from 2005 

to 2010 only to individuals as well as elderly care units, as 

well as in Europe and the USA (parorobots.com). 

Apart from these robots like PARO, designed with a 

special purpose in mind, there are other, general-purpose 

robots that are appearing on the market. Pepper, produced 

by Aldebaran/SoftBank Robotics, is a humanoid robot (with 

its height of about 1.2 m and weight of about 30 kg.) but 

with intentional comic--book cute looks, appeared on the 

market in June 2015 and about 10,000 robots were sold 

(Pandey, personal communication). Pepper is advertised as 

being able to “read human emotions” but there are no 

specific tasks it is intended to be used. Currently, there are 

only several hundreds of “apps” that users can download. 

Only the future will tell what kind of usage will people find. 

What is exciting is the fact that, probably for the first time 

in history, we have so many homes equipped with 

sophisticated “home-robots” and our community should 

look forward for case studies as well as the above mentioned 

emergent phenomena which will probably become the 

precedents around which machine ethics, morality, and 

legislation will be founded. 

 

In summary, the technological advances in autonomous 

machines are inevitably advancing. What can be done, will 

be done. The solution of the emerging ethical and moral 

issues will come gradually as we will be adopting them and 

will be encountering new and unanticipated situations. As in 

most cases, the legislation will be trying to catch up with the 

new realities and, most likely, be based on precedents and 

not on well-crafted monolithic set of generic rules.  



 

 

.  
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Extended Abstract 

The aim of this paper is to show how a robot can 

pass reasonable person tests. Passing such tests 

will demonstrate measurable levels of moral 

competence. A robot does not need “full virtue” - 

the ability to do the right thing for the right rea-

sons with the right feelings (Hursthouse 1999) - 

to pass such tests. It only requires the ability to 

do the right thing for the right reasons with no 

feelings.  

 

Passing a reasonable person test will not make a 

machine a person, merely a machine than can 

pass one reasonable person test. Unlike the Tu-

ring test, reasonable person tests are particular 

not general. A robot might demonstrate a high 

degree of moral competence in a bar but lack 

programming for medical or military contexts 

and thus demonstrate no competence in a hospi-

tal or battlespace. Designing a robot to pass a 

Turing test or a moral Turing test is not the goal. 

Rather the goal is to design a robot capable of 

passing many reasonable person tests. These are 

objective tests of moral competence in specific 

domains.  

 

A method of test driven development as applied 

to machine ethics is proposed. The method re-

quires the definition of a set of tests with ma-

chine-readable input and machine-actionable 

output. These tests take the form of moral di-

lemmas. To pass the tests the “moral code” de-

veloped has to select the “right” output given the 

input.  

 

The method is agnostic on moral theory, 

knowledge representation and reasoning. Any-

thing goes on the whiteboard. However, once 

you start to implement, ethical and technical 

commitments must be made. 

 

To pass a reasonable person test the embodied 

robot first needs to pass symbol grounding tests 

(tests on individual symbols), then specific norm 

tests (tests on individual rules) and then finally 

reasonable person tests (tests involving multiple 

clashing rules).  

 

The ability to pass “reasonable person” tests re-

quires the agent have the ability to determine the 

“spirit of the law” as well as the “letter of the 

law” (Lucas 1963). In AI terms, the “spirit of the 

law” is the ability to infer a policy rule on the fly 

that is consistent with the goals sought by the 

“letter of the law”. What is “reasonable” can 

override the letter of the law. For example, an 

agent can engage in prohibited acts such as 

committing trespass and doing wilful damage 

(e.g. smashing a window or breaking a door) to 

rescue people from a burning house. The lesser 

goals of privacy and protection of property 

sought by the torts of trespass and wilful damage 

can be overridden by the greater goal of preserv-

ing life. A clear basis for prioritization (deciding 

what matters more) is critical to passing reasona-

ble person tests.  

 



Several scenarios are presented. Speeding Cam-

era and Bar Robot are specific norm tests. Postal 

Rescue is a culturally invariant and morally ob-

vious reasonable person test. Amusement Ride is 

culturally invariant and arguable (i.e. not obvi-

ous) reasonable person test. Graph-based 

knowledge representations (Chein and Mugnier 

2008) and first order logic are used to formalize 

the problems and pass the tests.  

 

Several well-known trolley problems are formal-

ized: namely Cave, Hospital, Switch and Foot-

bridge. These tests are minimally variant by cul-

ture but arguable. Lexical orderings (Rawls 

1972) based on needs theory (Reader 2007) and 

the ethics of risk (Hansson 2014) are introduced 

to solve these problems.  

 

Having formalized several culturally invariant 

tests, we set about formalizing tests where cul-

ture makes a difference to right and wrong. We 

formalize both versions of “right” and examine 

the differences in formalizations. Similarly we 

formalize tests where an agent is morally defec-

tive and arrives at “wrong” decisions. Variance 

and failure result from divergent argument 

graphs.  

 

Following Pigden (1989) the view that moral 

reasoning requires a superset of FOL is rejected. 

The reasoning is held to first order logic (FOL). 

Deontic concepts are expressed with binary pred-

icates (as relations between agents and acts). 

Agents, patients, acts and valued goals are ex-

plicitly represented. Following a suggestion of 

Castañeda (1981) imperatives are explicitly rep-

resented as well. This avoids many “paradoxes” 

of deontic logic.  

 

The expressivity necessary to solve the test prob-

lems is achieved by means of a complex 

knowledge representation (a graph database) ra-

ther than complex reasoning (a deontic logic that 

is a superset of FOL). The graph-based 

knowledge representation defines state-act-state 

transition relations (for planning), casual rela-

tions (for determining what is “reasonably fore-

seeable”), classification relations (for class 

membership inferences) and evaluation relations 

(for estimating the “moral force” or the “weight” 

of a reason).  

 

The output of the test driven development meth-

od of machine ethics is a hybrid moral theory 

that employs elements of deontology, needs theo-

ry, utilitarianism, virtue ethics and contractual-

ism to pass the tests. 
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Abstract 

Research on human interaction has shown that attrib-

uting agency to another agent has substantial conse-

quences for the way we perceive and evaluate its ac-

tions. Specifically, considering an agent’s actions re-

lated to either effort or ability can have important con-

sequences for the attribution of responsibility. This 

study indicates that participants’ interpretation of a ro-

bot failure in terms of effort –as opposed to ability– 

significantly increases their attribution of agency and  

–to some extent– moral responsibility to the robot. 

However a robot displaying lack of effort does not 

lead to the level of affective and behavioural reactions 

of participants normally found in reactions to other 

human agents.   

 Introduction    

Currently, much debate is devoted to the question of how 

we should deal with harm caused by robots (Asaro 2013; 

Singer 2011). Research on anthropomorphism (Duffy 

2003; Złotowski , Strasser & Bartneck 2014), blame 

(Moon & Nass 1998; Serenko 2007; Kim & Hinds 2006; 

You, Nie, Suh & Sundar 2011; Koay, Syrdal, Walters & 

Dautenhahn 2009; Vilaza, Haselager, Campos, & Vuurpijl 

2014; Malle, Scheutz, Arnold, Voiklis, & Cusimano 2015; 

Malle, Scheutz, Forlizzi, & Voiklis 2016) and examples of 

media and pop culture speaking of ‘robot laws’ (Clarke 

1994) underline the possibility of humans –perhaps inap-

propriately– attributing moral responsibility to automated 

systems. Although legal solutions have been proposed for 

dealing with such conflicts (Asaro 2013), in daily life this 

may still have undesired implications. Owners and devel-

opers of robots may (unknowingly) distance themselves 

from potential harms caused by their robots (Coleman 

2004), causing responsibility to become diffused. There-
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fore, it is relevant to find out what factors contribute to the 

attribution of agency and responsibility in robots.   

Extensive work on attributional processes in human in-

teraction reveals that the perception of an agent’s effort 

and abilities are central determinants in the attribution of 

agency and moral responsibility (Weiner 1995). This, in 

turn, is strongly related to fundamental affective and be-

havioural reactions such as sympathy, rejection, altruism 

and aggression (Weiner 1995; Rudolph, Roesch, 

Greitemeyer, & Weiner 2004). Yet, with regard to human 

robot interaction (HRI), little is known about the attribu-

tion of agency and moral responsibility.  

In this study, we applied Weiner’s Theory of Social 

Conduct (Weiner 1995) to HRI by showing participants 

videos of robots (Aldebaran’s NAO) failing tasks in ways 

that could be interpreted as due to either lack of ability 

(LA-condition; e.g. dropping an object) or lack of effort 

(LE-condition; e.g. throwing away an object, fig. 1). We 

expected that a display of lack of effort would incite the 

illusion of a robot having agency over its actions. In addi-

tion, we expected that a robot’s lack of effort would have 

little effect on the attribution of moral responsibility to the 

robot, compared to a display of lack of ability.  

 

 

 
 



Method 

In an online survey, sixty-three participants (MAge = 25,5, 

SD = 9,7; drawn from a university population) were shown 

a video of about 30-60 seconds portraying a situation in 

which a NAO robot was shown failing a task either due to 

lack of ability or lack of effort. Seven of such scenarios 

were presented1. After each video, participants were asked 

to fill in a questionnaire containing scales of agency (five 

questions about the robot’s control over the situation and 

its ability to make its own decisions), and responsibility  

(twelve questions on attributed blame and kindness, affec-

tive and behavioural reactions). Additionally, scales were 

included measuring the participant’s estimate of the robot’s 

experience (e.g. having beliefs, desires, intentions, emo-

tions), predictability, propensity to do damage, trustwor-

thiness and nonanthropomorphic features (e.g. strength, 

efficiency, usefulness)2.  

For analysis, mean scores of each scale (range 1-5) 

were calculated and transposed to Z-scores. Since reliabil-

ity and goodness-of-fit for the scale of responsibility was 

questionable, items of this scale were analyzed separately. 

In order to answer our main questions, a GLM multivariate 

analysis was performed with the composite means of agen-

cy, experience, predictability, propensity to do damage, 

and each item related to responsibility as dependent varia-

bles. Condition (LA/LE) was indicated as between-subject 

factor.  

Results 

According to what was expected, participants attributed 

more agency to a NAO robot after seeing videos in which 

it displayed lack of effort (M = 2.80, SD = 0.82) compared 

to videos in which it displayed lack of ability (M = 2.12, 

SD = 0.61). Univariate tests expressed significant and large 

                                                 
1 Videos and complete survey can be found online: 
https://www.youtube.com/playlist?list=PLSQsUzV48QtG__YPY6kVcgC
M8-YOcNqja; https://eu.qualtrics.com/jfe/preview/SV_6y4TuTii0CFnpch 
2 In this abstract we chose to focus on our main questions only. Therefore, 
additional analyses and results regarding these variables will not be dis-
cussed.   

effects for the composite scores of agency (F(1,61) = 

13.601, p = .000, eta2 = .182), experience (F(1,61) = 

12.235, p = .001, eta2 = .168), and predictability (F(1,61) = 

14.040, p = .000, eta2 = .187). The results for the items of 

responsibility were mixed. While univariate tests for blame 

and disappointment revealed significant, medium effects 

(respectively: F(1, 61) = 5.757, p = .019, eta2 =  .086; F(1, 

61) = 9.704, p = .003, eta2 = .137), effects for the items 

anger, put away, sell, kindness, pity, sympathy, help and 

try again were not significant.  

Conclusion 

Similar to findings related to human interaction, the results 

of our study reveal that, in case of robots displaying behav-

iour that can be interpreted as lack of effort, humans tend 

to explain robotic behaviour by attributing agency. In case 

of failure, a robot displaying lack of effort  –essentially 

refraining from ‘trying’– may lead to blame and disap-

pointment. However, it does not necessarily lead to nega-

tive affective and behavioural reactions such as anger, or 

wanting to shut the robot off and put it away. Results like 

these emphasize that we should be aware of potential dif-

fusion of human responsibility when (advanced) robots 

create the impression that they are agents in the sense of 

actually controlling and intending their own actions. Our 

results also suggest that –in case of NAO robots– failure, 

or even reluctance for doing tasks is received well, illus-

trating a promisingly positive view on robots.  
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Abstract 

Brain-computer interfaces enable a communication between 
neuromuscular system and peripheral nerves and muscles. 
They are implemented to establish or improve the missing 
or lost functions of the disabled, or to enhance the functions 
of healthy people. Brain implants interfere the natural brain-
human interaction, raising various ethical questions. This 
paper presents some of them, intending to increase the 
awareness of their prospective erroneous or dishonest use. 

 Introduction   

In the dawn of the 21st century, Bill Joy posed the question 

“Why the future doesn’t need us?” (Joy, 2000). He was 

deeply concerned that the most powerful new technologies 

might cause knowledge-enabled mass destruction. Due to 

the obvious exponential growth of technology, singularity 

is rapidly approaching (Vinge, 1993). It can seriously en-

danger its creators, the humans, particularly in the moment 

when they transcend biology (Kurzweil, 2005). Kurzweil’s 

Law of Accelerating Returns (Kurzweil, 2001) supports his 

claim that the evolution steadily reaches the fifth epoch, 

the moment when human technology starts merging human 

intelligence (Kurzweil, 2005). The law confirms Clark’s 

earlier conviction that we are already natural born cyborgs 

(Clark, 2001). Recent advances of brain-computer interfac-

es prove Clark’s assertions that we are steadily becoming 

human-technology symbionts, and Kurzweil’s estimation 

that the moment of uniting the technology with human 

intelligence is near (Hassanien, 2015).  

Brain-computer (BCI) or brain-machine interface (BMI) 

is a technology that enables communication with the 

brain’s neuromuscular output channels of peripheral nerves 

and muscles (Wolpaw, 2002). It neither depends on the 

neuromuscular output channels, nor interferes brain’s elec-

tro-magnetic activities (Van Erp, 2012). 

BCI was initially developed for medical purposes: to 

monitor and record electrical activity of the brain; to meas-
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ure the magnetic fields generated by neuronal activity of 

the brain; to enable brain-control of prosthetic extremity 

devices; to stimulate the brain in paralysis and in Parkin-

son’s disease (Palferman, 2016). 

Beyond these applications, many assistive technologies 

were invented to support communication with the visually 

or hearing impaired (Rupp, 2014). Furthermore, brain-

machine interfaces can be used by healthy people, for ex-

ample, to enhance brain cognitive functions (Lebedev, 

2014). The ultimate intention of these inventions is to in-

crease life expectancy and vastly improve the quality of 

life. Will some of the recent research programs, such as 

European Commission’s Brain research (EC, 2007-2012) 

and DARPA’s Brain Initiative (DARPA, 2013) collapse all 

the previous results like a house of cards?  Potential threats 

of interacting with the brain have not been recognized by 

the legislation systems yet, increasing the risk of a total 

devastation of human lives whenever the outcomes of BCI 

research are not ethically used. 

The goal of this paper is to raise the awareness of the po-

tential misuse of BCI. It initiates a discussion about the 

most threatening aspects of brain implants and offers ar-

guments that challenge the ultimate goal of neuroscience: 

to become the most ambitious and altruistic initiative hu-

manity has ever devised (Kandel, 2013). The following 

sections present some of the most challenging ethical con-

cerns related to brain implants and their day by day more 

frequent use.  

The challenges of brain implants 

The main goal of brain implants is to make the life of peo-

ple better, simpler and more dignified. Many patients who 

have a severe health problem might benefit from the deep 

brain stimulation and neural devices. While the implanted 

neuro-stimulators responsible for controlling and blocking 

abnormal nerve signals of patients with Parkinson’s dis-

ease are officially recognized and undergone by almost 

140000 patients (Palferman, 2016), other implants have not 

been recognized and approved yet. 



So, the first questions are: 

 Who can be a good candidate for a BCI treatment 

(depending on the: level of the abnormal neural func-

tion; patient’s age and condition; previous treatments; 

likelihood of improvement; and the potential counter in-

dications); 

 Who has the right to undergo the treatment (de-

pending on the: social; religious; ethnographic or even a 

gender status); 

 Who can hold the responsibility of the treatment 

(depending on the: level of consciousness of the patient: 

himself, the family, the doctors, the researchers; and the 

degree of unexpected consequences); 

 Who holds the responsibility of unpredicted reac-

tions of the patients, for example, a sudden extreme 

mood disorder, or a car accident caused by the patient 

with implanted neural devices, as suggested by Klein et 

al. (Klein, 2015);  

 Could the brain implants affect the mental compe-

tence of the patient’s personality resulting “in damage 

caused by undesirable or even deviant behavior”, ac-

cording to Klaming and Haselager (Klaming, 2013). 

 While the first two questions are common for any 

medical treatment, the responsibility issues are unquestion-

ably technology dependent. 

Assuming that the patient is conscious to request a BCI 

treatment, can afford it, and there are no evident signs indi-

cating that the treatment is deteriorating other vital func-

tions, is there any proof that the neural implants are safe, 

and that they can’t trigger an instant paralyses, stroke, and 

even death of the patient? If such a circumstance occurs 

when the patient is performing a safety critical task, then 

many other people will also suffer. 

Unfortunately, there are too many examples proving the 

unsafety issues of brain stimulators: various examples of 

unwanted risks due to average breaking up of the excessive 

synchrony, lowering of beta power and an average reduc-

tion in clinical impairment (Klein, 2013); poor anatomic 

accuracy and uncertainties (Calabrese, 2016); the risk of 

infection and hemorrhage (Glannon, 2014); followed by 

the observed and revealed hardware discomfort, and the 

necessity of surgical revision (Fenoy, 2014). 

Once the safety of the brain devices is assured, and all 

unwanted side effects are bypassed, still their durability, 

reliability and robustness are the potential weak points. In 

his article, Walpaw mentions that current brain-computer 

interface research is challenged by various problems con-

nected with the signal-acquisition hardware, and enlarged 

with the lack of convincing clinical validation, brain-

computer interface dissemination and support (Walpaw, 

2012). Therefore, the three critical areas suggested by Shih 

and his colleagues (Shih, 2012): signal-acquisition hard-

ware; brain-computer interface validation and dissemina-

tion; and reliability should be seriously reconsidered. 

It has been recently proved that brain-computer interfac-

es enhance the episodic memory (Burke, 2013). New tech-

nological trends go even further, they intend to enable syn-

thetic telepathy (or, silent talk) and silent communication, 

turning “people into living multimedia machines” (Syn-

thetic Telepathy). 

Direct communication between human brain and com-

puter external devices, as well as brain-to-brain interface 

via Internet are persistently monitored (Grau, 2014). Brain 

waves are wirelessly controlled, and consequently, neural 

implants are vulnerable to network attacks (Engber, 2016). 

Therefore, brain implants can be easily hacked and mali-

ciously interfered (Pycroft, 2016). 

The researchers involved in all the projects are aware 

that bio-electronic implants are “a potential threat to hu-

man dignity”. These problems lead to a new phenomenon, 

called brain-jacking, the situation when attackers establish 

an unauthorized access to implants in order to manipulate 

with the patients (Pycroft, 2016). Under the “brain-jacking 

siege”, security and privacy will no longer exist. 

Conclusion 

Since 1924, when Berger discovered the electrical activity 

of the human brain (Brazier, 1961), brain implants have 

been researched by many scientists. Berger’s invention 

proved that one day, it will be possible to act through brain 

signals. Initially, brain-computer interfaces were focused 

on neuro-prosthetics applications intended for people with 

special needs. As mentioned earlier in this paper, recent 

studies have been extended to experiments directed to 

stimulate telepathy, and to enhance the memory. And, what 

is even more exciting, they start being used for nonmedical 

purposes, including education, brain controlled art, lie de-

tection, game industry, and entertainment (Rao, 2013). 

 Brain implants will soon become pervasive, and people 

will start implanting them to become more intelligent, 

healthier, stronger, or to live longer. Whether the research-

ers who contributed to their development like it or not, 

humanity is slowly, but surely entering the cyborg era. 

Exactly fifteen years ago, Andy Clark suspected that we 

are natural-born cyborgs (Clarks, 2001). Two years ago, 

Nick Kolakowski tried to convince us that “We’re already 

cyborgs” (Kolakowski, 2014). He was provoked to such an 

allegation as a response to Google glasses, Snowden’s 

whistleblowing allegations, and Elon Musk’s interview for 

Forbes. By then, science made many steps forward. The 

future, if we ever witness it, will show whether they will 

make the world a better place, or may be the pessimistic 

forecast that humans will no longer rule the world we 

know will unfortunately prevail. Similar dilemmas existed 

about the misuse of many technological inventions. So far, 

humanity was clever enough to overcome them. 
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Abstract 
The goal of this article is to show the delicate trade-off be-
tween safeguarding the fair use provisions of the copyright 
law and effective forms of reacting upon copyright in-
fringement. In the light of the number of Internet users, the 
major hosting providers are basically unable to manually 
verify infringement notices and need to employ automated 
forms of filtering content. Unfortunately, these tools don’t 
detect fair use, at least not at the moment. The questions are: 
can we teach the machines how to detect the fair use? How 
to do it? And in case of negative answer, should we put the 
priority on the enforcement or on the fair use provisions? 

 Factual and legal background    
In the era of Web 2.0, when the vast majority of Internet 
users are also the creators of content (user generated con-
tent, UGC), the number of copyrightable works has re-
markably increased. Every minute Internet users create 
about 200 000 new Instagram photos, 250 000 tweets, and 
70 hours of YouTube videos, most of which is eligible for 
protection. A great share of the content is being stored at 
major hosting providers like YouTube (hosts, service pro-
viders, providers, SP). In the context of the flood of crea-
tion, hosting providers are unable to hire enough manpow-
er to verify whether the UGC remains in line with copy-
right law. The inability to check whether the UGC infring-
es copyright law opened a discussion on secondary liability 
of providers that made the Internet business look very risky 
from providers’ perspective. In order to make the online 
storage of content legal and possible, law releases SP from 
liability for copyright infringements that occur within their 
services, if they comply with certain requirements (safe 
harbours). In the U.S. this rule is introduced by the Digital 
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Millenium Copyright Act, in Europe it’s the E-Commerce 
Directive 2000/31/EC. 
 These regulations introduce a rule according to which 
service provider is not liable for the information stored at 
the request of a recipient of the service, on condition that 
the provider does not have actual knowledge of illegal ac-
tivity or information and, as regards claims for damages, is 
not aware of facts or circumstances from which the illegal 
activity or information is apparent or the provider, upon 
obtaining such knowledge or awareness, acts expeditiously 
to remove or to disable access to the information (notice & 
takedown). SP are not obliged to monitor their own web-
sites for infringing content, but only have to immediately 
react upon a notice. 

YouTube  
YouTube is a major hosting provider that offers a possibil-
ity to store videos. According to the statistics1, it has over a 
billion users – almost one-third of all people on the Internet 
– and every day people watch hundreds of millions of 
hours on YouTube and generate billions of views. Due to 
tremendous number of users and potential copyright in-
fringement claims, YouTube – as one of the first websites 
– launched an automated filtering system called Content 
ID, which supports the notice & takedown procedure. 
 Statistics indicate that hundreds of millions of videos 
have been claimed using this tool since its inception. Con-
tent ID made the process of reacting upon infringements 
faster and cheaper than traditional notices filed in courts. 
Many commentators argue that such systems are inevitable 
future of copyright enforcement.  

                                                
1 https://www.youtube.com/yt/press/statistics.html 



Content ID 
YouTube’s Content ID system is a landmark example of 
automated filtering system. Copyright holders who have 
Contend ID upload copies of their works to YouTube that 
digitizes works and creates fingerprints of them. Those 
fingerprints can be compared with other videos uploaded to 
the service and when the match is found, the system flags 
the content. Once a video has been flagged as containing 
copyrighted content, the system sends a notification to the 
copyright holder who can take an action against the pre-
sumed infringer. This system favours mass corporations 
that can easily deter single users from creating new content 
partially built upon already existing works.  

Problem 

According to the copyright law, not every form of using 
someone else’s work constitutes an infringement. Some of 
them are legitimized on the grounds of the doctrine of fair 
use. In order to fall within the scope of this doctrine, a par-
ticular use must fulfil certain conditions (e.g. must be car-
ried out for educational purposes). The conditions are usu-
ally described in a vague and general manner in order to 
allow a flexible, case-by-case analysis and are subject to 
varying methods of interpretation. The problem with auto-
mated filtering systems like Content ID is that the ma-
chines don’t detect fair use.  
 Detecting fair use is a highly complicated task even for 
experienced copyright lawyers. It requires various assess-
ment: if the original work is a “work” within the meaning 
of copyright law, if there is an inspiration or a derivative 
work and finally, if the requirements of the fair use are 
met. The latter part is the hardest, especially in the Anglo-
American systems where knowledge on art and economy is 
required to make a full analysis. What is more, the condi-
tions for fair use differ from country to country and are – 
because of the changing judiciary – in a constant flux.  
 At the moment, according to my best knowledge, host-
ing providers don’t even attempt to make a system that will 
meet fair use provisions. They base the infringement notic-
es simply on the fact that one work appears within another 
and don’t consider additional factors. Some of them intro-
duce strict rules e.g. taking up to 5 seconds of someone 
else’s work is allowed, but such rules have nothing to do 
with the traditional understanding and purpose of vague 
fair use provisions. The most famous example of a border-
line fair use-YouTube case is Lenz vs. Universal Music 
Corp (so called “dancing baby case”); it will be briefly 
described during my presentation.  
 The current state of things, where major hosting provid-
ers use machines to filter the content and base the in-
fringement notices on the simple fact using an excerpt of 
someone else’s work, impairs the freedom of speech of 

Internet users who can be easily banned from criticizing 
someone else’s works, and contradicts one of the very 
basic goals of copyright law which is encouraging creation.  

Questions 
 
Should we agree with the current state of things where the 
fair use provisions are pushed into the background in order 
to provide an effective enforcement? Can we replace tons 
of books and tens of thousands of copyright attorneys by 
“simply” teaching machines about boundaries of using 
someone else’s works and if so, how to do it? Should the 
fair use guidelines be simplified or the algorithms more 
advanced? Who should be authorised to prepare these in-
structions? How to make them up-to-date? Generally: how 
to strike a balance between fighting Internet pirates and 
providing an environment encouraging freedom of speech 
and expression and how AI can help to achieve this goal.  
 
My presentation aims to provide answers to these ques-
tions.  
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